MIHICTEPCTBO OCBITH 1 HAYKH YKPAIHU
YopHoMmopchkuii HanioHAAbLHUI yHiBepcuTeT iMeni Ilerpa Moruiau
daKkyJbTeT KOMII'IOTEPHUX HAYK

Kadenpa intesnexkryaabuux ingopmaniiiHux cucrem

JIOTTYIIEHO 10 3AXUCTY

B.o. 3aBigyBaua kadenpu iHTEIEKTyaIbHUX
1H(pOopMaLIITHUX cUCTEM

€sren CIJIEHKO
« » 2025 p.

KBAJII®IKAIIMHA POBOTA
HA 3JOBYTTA OCBITHBOI'O CTYIIEHA MAT'ICTPA
IHTEJIEKTYAJIbBHA CUCTEMA CYIIPOBOAY OB’€EKTA B
3D-CEPEJJOBHIIII HA BA3I UNITY TA HEHPOHHUX MEPEX

CrneuianbHicTs 122 Komn’toTepHi HayKu

OcaitHs nporpama «IHTenekTyaibHi iHPOPMAaIliiHI CUCTEMID)

3000ysau Bacuns TMJISAKA
« _» 2025 p.
Kepienuk xann. hi3.MarT. HayK, JIOICHT Inecca KYJIAKOBCBKA
« _» 2025 p.

MukoJiaiB — 2025



YopHOMOpPCHKHIA HAIIOHATTLHUN yHIBepcuTeT iMeHi [leTpa Morwmm

(TmoBHE HalMEHYBaHHS 3aKJIay BUIIOI OCBITH)

@dakynpTeT @akylbTeT KOMIT I0TEPHUX HAYK

Kadenpa [aTenexryanpHux iHOOPMAIIMHUX CUCTEM

PiBens BUII0i OCBITH Hpyruii (MaricTepcbKuii)

OCBITHI} CTyIIEHB Marictp

CreuiayibHICTb 122 KoM’ roTepH1 HayKu

OcaiTHs mporpama [aTenexryanbHi iHGOPMAIIITHI CHCTEMH
3ATBEPJ[’KVYIO

B. o. 3aBigyBaua kadenpu
IHTENEKTyalbHUX 1H(HOPMALIITHUX CUCTEM
€sren CIJIEHKO

« » 2025 p.

3ABJIAHHS
Ha KBaJidikauiiiny podoty 3100yBaua

I'naskn Bacnias OJiekcamipoBuia

(mpi3BuIIE, 1M 51, 10 OATHKOBI 3/100yBaya)

1. Tema xBamidikamiiitnoi poboTh: « IHTEIeKTyanbHA CHUCTEMa CYNPOBOIY 00'€KTa B
3D-cepenoBuiiii Ha 6a31 Unity Ta HEUPOHHUX MEPEK ».

KepiBauk po6oru: KynakoBcbka IHecca BacuniBHa, kKaHnuaar ¢i3.-MaT. HayK, JIOUEHT.

3arBepmxkena HakazoM UHY im. Ilerpa Morunu Bin «7» numns 2025 p. Ne 184.

2. CTpok mnpeAcTaBieHHs KBali(iKaliiHoi poOOTH «  » 2025 p.

3. OuikyBaHUii pe3ylbTaT poOOTH Ta MOYATKOBI JIaHi, SKIIO TaKi MOTPIOHI: TPUBUMIPHE
CUMYJBOBaHE cepeioBHine, cTBopeHe B pyirii Unity, 10 MICTUTh areHta CymnpoBOLY,
PYXOMHUW OO0’ €KT-IIUIb Ta CTATHUYHI 1 JMHAMIYHI MEPEIIKOAH; MPOCTOPOBI KOOPIUHATH
areHra Ta I, BEKTOPU LIBUJIKOCTI W HAaNpsIMKY pyXY, laHl CEHCOPHHUX CHCTEM areHra
(Ray Perception Sensors); mapamerpu  (I3UYHOT CUMYJISIII  CepeAOBUIIA;
KOH(IrypamiiiHi napamMeTpy aJropuTMIB HaBYaHHS 3 MiJKPIMUIEHHAM; JJaHl, 3TeHepOBaH1
B MpOIEC] B3aEMOJIT areHTa 3 CepeOBHILEM 1] Yac TPEHYBaHHS; KypPHAJIU BUHATOPO/I,



O Ta CTaHIB [ aHaiidy eQEeKTHUBHOCTI HaBUaHHA. [HTeNeKTyajbHa cuUcCTEMa
CyNnpoBOay 00’€KTa B TPUBUMIPHOMY cepenoBuill Ha 6a31i Unity Ta HEMpOHHUX MEpex,
sKa 3a0e3Ieuye aBTOHOMHE BIJCTEKEHHS PyXOMOI LU, aJalTUBHY TMOBEIIHKY areHTa,
CTIMKICTH JO0 3MIH CepeloBHUIla Ta €(QEKTUBHE YHHMKHEHHS TMEpPEelIKoJ, a TaKOX
JEMOHCTPY€E 3JATHICTh O CaMOHAaBYaHHS 3 BUKOPUCTAHHSAM aJTOPUTMIB MIIUOMHHOTO
HaBYaHHS 3 T1IKPIMUICHHSIM.

4. Tlepenik mUTaHb, MO MIATAIOTH PO3POOITl: aHAJI3 Cy9aCHOTO CTaHy Ta TEOPETUIHHUX
3acaja 3a1aqi CynmpoBOAy 00’ €KTIB y TPUBUMIPHHUX CEPEIOBHINAX, OIS KIACHYHUX Ta
HEHPOMEPEKEBUX MIAXOAIB A0 BIACTEXKEHHS 1 (OPMYBAaHHS TOBEIIHKH AareHTIB;
JOCTIDKEHHST MOXYJIMBOCTEH BUKOPUCTAHHS alNTOPUTMIB TJIMOMHHOTO HAaBYaHHS 3
MNIIKPITUICHHSAM JUIsS 3aja4  cympoBoay y 3D-mpocTtopi Ta oOrpyHTYBaHHS BHOOpY
cepenoBuma Unity, ¢peiimBopky ML-Agents 1 anroputmy Proximal Policy
Optimization; TPOEKTYBaHHS AapXITEKTypU I1HTEIEKTYaJbHOI CHCTEMH CYNpPOBOLY,
BU3HAUEHHS CTPYKTYPHU areHra, CEHCOPHOI CUCTEMH, ITPOCTOPY CTaHIB 1 ik Ta QyHKIIIT
BUHATrOpOJIM; pO3poO0Ka TPUBHMIPHOTO CHMYJIBOBAHOTO CEPEIOBHINA Ta peajizallis
areHTa CymnpoBOJYy 3 BUKOPUCTAHHSM HEHPOHHOI MEpEeXi; MPOBECHHS HAaBYAHHS arcHTa,
HaJAIITYBaHHS TieprapaMeTpiB MOJENI Ta aHali3 Mpolecy 301KHOCTI; TECTyBaHHS Ta
OIliHKa €(EeKTUBHOCTI PO3POOICHOI CHUCTEMHM CYINPOBOAY B CEPEAOBHINAX PI3HOI
CKJIQJTHOCTI.

5. [lepenik rpadiuHux MarepialiB: Mpe3eHTAIllsl, PUCYHKH, TaOJIHIII.

KepiBHuk poéoru Inecca KVJIAKOBCBKA
(Ocobucmuti nionuc) (Bracne im’s [IPI3BUIIIE)

3n00yBau Bacuns THJIAKA
(Ocobucmuti nionuc) (Bracne im’s [IPI3BUIIIE)

Jara Bunaui 3apnanss «07» numas 2025 p.



KAJIEHJIAPHUM IJIAH

kBaJidikaniiiHoi podoTu

Tema: [HTEeNEKTyalbHA crcTeMa CynpoBoxy 00'ekta B 3D-cepenosutii Ha 6a3i Unity Ta

HEHPOHHUX MEPEXK

No HaiimenyBaHHs poOOTH [Touatok | 3akinuyenus | ITpumiTku

1 | Orpumanss 3aBianss Ha BukoHanHs KP | 29.06.2025| 30.06.2025 | Bukonano

o | AMAN3  mPEAMETHOT - 0GMacTi  Ta | 09 5055 | 10,09.2025 | Buxonano
ITOCTAHOBKA 3a/1a4i
O HayKoBHX — MyONIKaIii — Ta

3 | ICHYIOuMX  MAXOMB 1O MOOYROBH |1y 09 5075 | 21.09.2025 | Buxomano
IHTEJIEKTyaJbHUX CHCTEM CYIPOBOIY
00’€KTIB Y TPMBUMIPDHHX CEPEIOBUIIAX.
AHami3  aJropuTMiB  HAaBYaHHA 3
HIIKPIJIEHHSAM 1 1HCTPYMEHTaJbHUX

4 | 3acobiB Ta oOrpyHTyBaHHs BHOOpPY |22.09.2025| 25.10.2025 | Buxonano
TEXHOJIOT1H peaizarii CUCTEMH
CYIIPOBOJTY.

5 | Peanisauia obpanux TEXHOMOTH 13 | )¢ 10 5075| 24.11.2025 | Buxonano
aHaJ130M OTPUMAHHX PE3YIIBTATIB

6 | Hlepumit monepemmiii saxuct KPHa | y5 1) 5075 2511.2025 | Buxowaso
3aciJlaHHI KoMicii kadenpu

7 | Koperysanns podotn 3a pesymstaramu | ¢ 11 5025 | 08,12.2025 | Buxonano
ONEPEAHBOTO 3aXUCTY

g | Apyrmil monepenmiit saxuer KPma | g 15 5055| 09.12.2025 | Buxowaso
3acilaHHl Komicii kadeapu

9 | lopoOka Ta ocrtaroune opopmiaenus KP | 10.12.2025| 13.02.2025 | Bukonano
[Tomanns KP, i enexrpoHHOi Komii Ta

10 | iHmmx nOKyMeHTiB (BIATYKy, penensii) |14.12.2025( 15.12.2025 | Buxonano
JIO 3aXUCTY

KepiBHuk poéoTu Inecca KVJIAKOBCBKA

3n00yBau

(Ocobucmuti nionuc)

(Bracne im’s [IPI3BUIILE)

(Ocobucmuti nionuc)

Jlara ckiaaHHs KaJI€HAApHOIO IUIaHy

«T» munus 2025 p

Bacuas THJIAKA
(Bracue im’s [IPI3BUIIIE)




AHOTANIA
1o kBamigikaiiitHoi podotu 3100yBava rpynu 601 YHY im. I1. Morunu

I'masiku Bacuas OuiekcanapoBuya
Ha Temy: «IHTEJIEKTYAJIBHA CUCTEMA CYITIPOBOAY OB’€EKTA B
3D-CEPEJOBHUIIII HA BA31 UNITY TA HEWMPOHHUX MEPEX»

Kpamidikamiiina poOoTta mnpucBiYeHa po3poOIill Ta MporpaMHii peanizallii
IHTENIeKTyaJIbHOI CUCTEMU CYNMPOBOAY OO’€KTa y TPUBUMIPHOMY CEpelOoBHIIN Ha 0asi
pyuis  Unity 3 BHUKOPUCTAHHAM HEWPOHHMX MeEpPEX 1 METOMIB HaBYaHHSA 3
HiAKpiIIeHHM. 3anpornoHOBaHa cCUCTeMa 3a0e3neuye aBTOHOMHE BiJICTEXKEHHS PyXOMOT
IJT1, aIaNTUBHY MOBEJIHKY areHra Ta e()eKTHBHY pOOOTYy B YMOBax JTUHAMIYHOI 3MIHU
IIPOCTOPOBOI KOH(QITypaIlii cepenoBHINa. 3aCTOCyBaHHS MiAXO0/IIB INTMOMHHOTO HAaBYaHHS
JI03BOJIIE BUPIIIUTH aKTyallbHy MpOOJEeMYy CTBOPEHHSI THYYKHX 1 CTIMKHX CHCTEM
CynpoBoAy 0e3 HE0OX1THOCTI PYUYHOTO MPOEKTYBAHHS CKJIAHUX aJITOPUTMIB KEPyBaHHS.

O0’€eKT IOCTIIZKEHHS — MPOIIEC CYNPOBOIY PYXOMOT0 00’ €KTa y TPUBUMIPHOMY
BIPTYaJIbHOMY CEPEIOBHILII.

IIpeamer nociigkeHHsi — HeWpoMmepexeBi MeToau (GOPMYBaHHS TOBEIIHKH
IHTEJIEKTYaJIbHOTO areHTa Ta mporpaMHi 3acobu ix peamisaitii B cepegopuiii Unity.

Mera nmociilzkeHHs1 — po3poOKa Ta OCHTIPKEHHS I1HTEIEKTYalbHOI CHCTEMH
cynpoBony o0’ekta B 3D-cepenoBuiii 3 BuxopuctanHsM Unity Ta aiaropurmis
[JIMOMHHOTO HaBYaHHS 3 MIJKPIMICHHSIM 3 METOIO MiJBUILICHHS TOYHOCTI, aIallTUBHOCTI
Ta CTIMKOCTI MOBEAIHKY areHra.

KBamnidixkariitna po6oTa ckiagaeTbes 31 BCTYILY, YOTHPHOX PO3/LTiB, BACHOBKIB Ta
JONATKIB. Y TepIIoMy pO3AUII MPOaHATI30BaHO CyYaCHHUW CTaH 3aJadi CylmpoOBOAY
00’€KTIB y TPUBUMIPHUX CEPENOBUINAX, PO3MISHYTO KIACHYHI Ta HEHpOMEpEeKeBi
MIXOMM IO BIJICTEXKEHHS MUIEH, a TaKoK BHUKOHAHO OIVISJ ICHYIOUMX HayKOBUX
JOCHIJKEHb 1 MPOrpaMHUX pillleHb. Y JpYroMy po3[UIl PO3DISIHYTO apXITEKTypy
IHTENIeKTyallbHOI CHCTEMH CYNpPOBOIY, OIHMCAHO CTPYKTYpy areHra, CEHCOpHi
H1JCUCTEMH, MPOCTIP CTaHIB 1 M1, a TAKOXX OOIPYHTOBaHO BUOIp anroputMmy Proximal
Policy Optimization ta ¢petimBopky Unity ML-Agents. ¥ TpeThoMy po3Aii ONMHUCAHO
CTBOPEHHSI TPUBUMIPHOTO CHMYJIOBAHOTO CEPEIOBHINA, pealli3allilo areHTa CympoBOLY,
IpoIieC HaBYaHHS HEHPOHHOI Mojeii, Mmiadip rirmeprapaMeTpiB Ta aHalli3 MOBEIIHKU
are’HTra TMmiJ 4Yac TeCTyBaHHSA. Y YETBEPTOMY pO3JUII HABENCHO pe3yJbTaTH

EKCIIEPUMEHTAIbHUX  JIOCIIJKEHb, OI[IHEHO e(QEeKTUBHICTh pPOOOTH CHUCTEMH B



CEpeloBUILAX PI3HOI CKIAJHOCTI, a TAKOX OMUCAHO CTBOPEHI Ja0OpaTopHi poOOTH, SK1
MOXYTb OyTH BUKOPHCTaHI y HABYAJIbHOMY MPOLIECI.

VY pesynbTari BUKOHAHHS KBaTiQiKamiiHOI poOOTH pO3pOOJICHO 1HTENIEeKTyalbHY
CUCTEMY CYIpPOBOAY 00’€KTa B TPUBHUMIPHOMY CEPEIOBHIII, SIKA BUKOPHUCTOBYE JIaHI
3D-ciienn Ta HEWPOHHY TIONITHKY JUIsi 3a0e3MeYeHHs TOYHOIo 1 CTablIbHOTO
BIJICTE)KECHHS 111711 B peajibHOMY 4aci.

KBanigikauiitna po6ora MicTuTh 96 CTOPIHOK, UIHOCTpallii, TaONHILIIO0, JOJATKU Ta

IIOCHUJIaHHA Ha BI/IKOPI/ICTaHi JoKEpCeIia.

KurouoBi ciioBa: cynposio 06 ’ekmie, mpusumipne cepedosuwje, Unity, inmenexmyanvhi
aceHmu, HEUpPOHHI Mepexci, HABUAHHA 3 NIOKPINIeHHAM, 2IUOUHHe HABYAHHS,

ML-Agents, Proximal Policy Optimization, asmoHomMHa nogediHka.



ABSTRACT
to the qualification work by the student of the group 601 of Petro Mohyla Black Sea

National University
Gylyaka Vasyl
on the subject: KINTELLIGENT OBJECT TRACKING SYSTEM IN A 3D
ENVIRONMENT BASED ON UNITY AND NEURAL NETWORKS»

The qualification thesis is devoted to the development and software
implementation of an intelligent object tracking system in a three-dimensional
environment based on the Unity engine using neural networks and reinforcement
learning methods. The proposed system provides autonomous tracking of a moving
target, adaptive agent behavior, and efficient operation under conditions of dynamically
changing spatial configurations of the environment. The application of deep learning
approaches makes it possible to address the relevant problem of creating flexible and
robust tracking systems without the need for manual design of complex control
algorithms.

The object of the research is the process of tracking a moving object in a
three-dimensional virtual environment.

The subject of the research is neural network—based methods for shaping the
behavior of an intelligent agent and software tools for their implementation within the
Unity environment.

The purpose of the research is to develop and study an intelligent object
tracking system in a 3D environment using Unity and deep reinforcement learning
algorithms in order to improve the accuracy, adaptability, and stability of the agent’s
behavior.

The qualification thesis consists of an introduction, four chapters, conclusions,
and appendices. The first chapter analyzes the current state of object tracking tasks in
three-dimensional environments, examines classical and neural network—based
approaches to target tracking, and reviews existing scientific research and software
solutions. The second chapter considers the architecture of the intelligent tracking
system, describes the agent structure, sensor subsystems, state and action spaces, and
justifies the selection of the Proximal Policy Optimization algorithm and the Unity
ML-Agents framework. The third chapter describes the development of a
three-dimensional simulated environment, the implementation of the tracking agent, the

neural model training process, hyperparameter tuning, and the analysis of agent



behavior during testing. The fourth chapter presents the results of experimental studies,
evaluates the system’s performance in environments of varying complexity, and
describes the developed laboratory works that can be used in the educational process.

As a result of the qualification thesis, an intelligent object tracking system in a
three-dimensional environment was developed, which uses 3D scene data and a neural
policy to ensure accurate and stable real-time target tracking.

The qualification thesis contains 96 pages, illustrations, a table, appendices, and
references to the sources used.

Keywords: object tracking, three-dimensional environment, Unity, intelligent
agents, neural networks, reinforcement learning, deep learning, ML-Agents, Proximal

Policy Optimization, autonomous behaviour
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM

InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

CKOPOYEHHS TA YMOBHI IO3HAKH

IC — inTenexryanbHa cuctema

0T — wTy4yHUid IHTEAEKT

[13 — mporpamue 3a6e3neyeHHs

3D — TpuBUMIpHUH TPOCTIP

RL — HaBuaHHS 3 TIAKPITUICHHSIM

DRL — rmuOunHe HaBYaHHS 3 MiAKPIIIICHHIM
HC — meiipoHHa mepexa

AT — aBTOHOMHHI1 areHt

Al — Artificial Intelligence

DRL — Deep Reinforcement Learning

ML — Machine Learning

PPO — Proximal Policy Optimization
CNN — Convolutional Neural Network
NN — Neural Network

API — Application Programming Interface
GPU — Graphics Processing Unit

CPU — Central Processing Unit

IDE — Integrated Development Environment
FPS — Frames Per Second

SDK — Software Development Kit

C# — C Sharp programming language
Python — Python programming language
Unity — Unity Game Engine

ML-Agents — Unity Machine Learning Agents Toolkit

Ray Sensor — Ray Perception Sensor

NavMesh — Navigation Mesh
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VR - Virtual Reality
AR — Augmented Reality
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

BCTYII

AKTyaJbHicTb. B yMoBax CTpiMKOro poO3BUTKY IM(POBUX TEXHOIOTINH Ta
IHTEICKTYyalIbHUX CHCTEM 3pPOCTAa€ POJb TPUBUMIPHUX BIPTyaJIbHMX CEPEIOBHII, SKi
IIAPOKO BUKOPHUCTOBYIOTHCS IS MOJCIIOBAHHS CKJIAIHAX TIPOIECIB, HaBYaHHS
ABTOHOMHUX AareHTIB 1 CTBOPEHHSI IHTEPAKTMBHMX MPOrpaMHUX pimieHb. OIHUM 13
KJIOYOBUX HaIpsMIB y WM Tally3l € 3a7ada CylpoBOAY Ta BIACTEKEHHS OO €KTIB Y
3D-npocropi, 1m0 Mae Ba)KJIMBE 3HAYCHHS JJII POOOTOTEXHIKH, aBTOHOMHOI HaBirariii,
IrpoBoi 1HAYCTpIi, cUCTeM Oe3IeKH, a TaKOX TPEHaXepiB BIPTYaJIbHOI Ta JOMOBHEHOI
peanbHOCTI. E(EeKTUBHICT TaKUX CHCTEM O€3MOCEPEIHbO 3aJICKUTh Bl 3aTHOCTI
areHTa TOYHO BU3HAYATH IOJIOKEHHSI 111J11, TPOTHO3YBATH ii MOAANBIINN PyX 1 CBOEYACHO
aJanTyBaTH BIACHY MTOBEAIHKY JI0 3MiH CEpPEIOBHIIA.

Tpagumiiini miaxomu A0 CynpoBOmy OO’€KTIB y TPUBHMIPHHX CEpPEIOBHIINAX
3e0UTBIIOTO TPYHTYIOTBCS Ha JIETEPMIHOBAHMX aJFTOPUTMAaX KEpyBaHHSA, IpaBUiIaX
MOBEMIHKY a00 3a37aleriib 3aJaHuX MaTeMaTHYHUX MOACIIAX PyXy. Xo4a TaKi METOIHU €
BIJIHOCHO IIPOCTUMH B peaizarlii, BOHM MalOTh CYTTEBI OOMEXEHHS I0JI0 THYYKOCTI Ta
MacITaboBaHOCTi, 0COOJMBO B YMOBaX JUHAMIYHHMX CEPEIOBUII] 13 HEmepea0aqyBaHOIO
MOBEIIHKOIO 11111 @00 HASBHICTIO MEPEIIKOA. Y CKJIaJHUX CLIEHAPIsAX MOAI0H] alrOpUTMU
noTpeOyoTh PYYHOTO HAJAIITyBaHHS Ta HE 3/1aTHI €()EeKTUBHO aJaNTyBaTUCS 10 HOBUX
YMOB.

[lepcniekTHBHMM HaMpsiIMOM PO3B’s3aHHS 1i€i TPoOJeMH € BUKOPUCTAHHS
HEUPOHHUX MEPEX 1 METOMAIB HaBUaHHS 3 MiAKpirieHHsM [7, 10, 22], gKi T03BOJISIOTH
areHTy CcaMOCTIHHO (DOpMyBaTH CTpATErit0 MOBEIIHKM Ha OCHOBI B3aeMOIIi 3
cepenoBUIlieM. AJTOPUTMH TIMOWHHOTO HABYaHHS 3 MIAKPITUICHHSIM 3a0€3MedyroTh
MOKJIMBICTh HaBYaHHS Yy CHUMYJIbOBAaHUX CEpEIAOBMINAX, HAKOIMWYCHHS JOCBIAY Ta
BUPOOJICHHS ONTHMAJILHUX pillieHb 0€3 HEOOXiTHOCTI SIBHOTO MPOTPaMyBaHHS KOXXHOI
nii. lle cTBoproe nmepenyMoBu 1Sl MOOYIOBY aIallITUBHUX 1 CTIMKUX CHUCTEM CYIPOBO.Y,
3MIaTHUX TIPAIflOBaTH B YMOBAax 3MiHHOI T€OMETpii CIIEHW Ta CKIAAHOI TUHAMIKU PYXY
00’ €KTIB.
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

OcobmuBe MicIle cepell IHCTPYMEHTIB I peaiizarii moaiOHuX CHUCTeM 3aiiMae
irpoBuid pymiit Unity, skuil moegHye 3aco0M TPUBUMIPHOTO MOJETIOBAHHS, (Pi3UYHOI
CHUMYJIAILIT Ta 1HTErpalii aifOPUTMIB IITYYHOTO 1HTENEKTY. Bukopucranus ¢ppeiiMBopKy
Unity ML-Agents [1, 3, 17] Hamae MOXIMBICTh 3aCTOCOBYBATH Cy4acHi aJrOpPUTMHU
HaBYAHHS 3 MIAKPIIUIEHHSM, 30KpeMa Proximal Policy Optimization, ans cTBOpeHHs
IHTEJIEKTyaJIbHUX areHTIB, 3[aTHUX HAaBYaTHUCA B Ipolieci B3aeMoii 3 3D-cepenoBuiieM
1 IGMOHCTPYBaTH aBTOHOMHY MOBEIIHKY.

[IpoGnema monsrae y BIJICYTHOCTI yHIBEPCAJIbHUX 1 JOCTYIHUX HPOrPaAMHHUX
pillieHb IS 1HTEJIEKTYaIbHOTO CYMPOBOAY 00’ €KTIB y TPUBUMIPHUX CEPEIOBUIIIAX, SIKI
NMOEHYBaIM O BUCOKY TOUYHICTh BIJCTEKEHHSI, aJlallTUBHICTh 10 3MIH CEpEeOBHUIIA Ta
NPOCTOTY IHTErpamii y HaBYalbHI W NPUKIAIHI TPOEKTH. BUIBMIICTH 1CHYHOUHX
pearizaliliii Opi€HTOBaHI Ha BYy3bKOCIEIIai30BaHI 3aaa4di abo moTpeOyroTh 3HAUHHMX
BUTpAT Yacy Ha py4yHE HaJAIITyBaHHS MOBEAIHKU areHTiB. Y 3B’S3KY 3 UM aKTyaJIbHOIO
€ po3po0Ka IHTEIEKTyaIbHOI CUCTEMU CYTPOBOLY, 3/1aTHOT HABUATHUCS Y CUMYJIbOBAHOMY
3D-cepenoBuiili Ta €(heKTUBHO MPAIFOBATH B YMOBAX Pi3HOI CKJIQJHOCTI.

MeTow nociigzKeHHsI € po3poOKa, JOCHIKEHHS Ta aHajl3 I1HTEJIeKTyaJlbHOI
CUCTEMHU CYIpPOBOAY 00’€KTa y TPUBUMIPHOMY CEPEOBHII 3 BUKOPUCTAHHSIM PYIIis
Unity Ta anroputmiB DIMOMHHOIO HaBYaHHS 3 MIJKPIIUICHHAM, CIHPSMOBaHUX Ha
M ABUILEHHS TOYHOCTI, aJalTUBHOCTI Ta CTIMKOCTI ITIOBEIIHKA aBTOHOMHOTI'O areHTa.

O0’ekTOM  J0CJTIUKEHHSI € TPOIeC CYNPOBOAY PYXOMOTO O00’€KTa Yy
TPUBHUMIPHOMY BipTyaJIbHOMY CEpPEIOBHILIL.

IIpeamerom noc/igzkeHHs € HeHpoMepekeBl MeTonu (POpMyBaHHS MOBEIIHKH
1HTENIeKTyaJbHOI'O areHTa Ta MporpaMHi 3aco0u ix peamizaiii y cepenonuiii Unity.

IIpakTHyHe 3HAYEHHS] OTPUMAHHUX Pe3YJbTATIB TOJNATa€ B MOXIUBOCTI
BUKOPHUCTAHHS PO3POOJICHOT 1HTENEKTYaldbHOI CHCTEMH CYIpoBOAY OO0 ’€KTa SK
JIEMOHCTpALIHOT Ta HaBYAJIbLHO-TIPUKIIAHO1 TUIAT(GOPMU JJIst JOCTIIKEHHS aJITOPUTMIB
HABYAHHS 3 MIJKPIIUICHHAM y TPUBUMIPHUX cepenoBuinax. PeanizoBana cucreMa Moxe

3aCTOCOBYBATHCA Y HABYAJIbHOMY HpOHCCi Hi,Z[ JaC BUBUYCHHII ,Z[I/ICHI/IHJ'IiH, IIOB’ sI3aHMX 13
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

MITYYHUM 1HTEJICKTOM, MAIIMHHAM HaBYaHHSM, KOMIT IOTEPHHM MOJIEITIOBAHHSAM Ta
pO3po0KOIO 1rop, 30KpeMa Jisg JAEMOHCTpalili NPUHLIMIIB (HOPMYBAHHS MOBEIIHKH
ABTOHOMHUX areHTiB y cepenoBuull Unity.

OtpumaHi pe3yinbTaTd TaKOK MOXYTh OyTH BHUKOPUCTAHI SIK OCHOBa JJIs
CTBOPEHHS TPOTOTHUIIIB CHUCTEM CYINPOBOAY Ta HaBiramii B 3ajadax poOOTOTEXHIKH,
ABTOHOMHUX BIPTyaJIbHUX areHTIB, TPEHAXKEPIB BIPTyaJIbHOI Ta JOTIOBHEHOI PEaibHOCTI,
a TaKoX y IrpOBHX TPOEKTaX, JI€ HEOOXiJHE aJanTHBHE BIJICTEKECHHS OO0 €KTIB Y
pearbHOMYy 4Yaci. ApXITEKTypa CUCTEMHU Ta MiJAX1J /10 HABUYAHHS areHTa J03BOJISIIOTH
JeTKO MOA(IKyBaTH CEpEOBUIIE, MApaMeTPU CUMYIIAIT Ta (GyHKIIIF0 BUHATOPOIH, 110
3a0e3mneuye MOXJIMBICTh IMOJAJIBUIOTO PO3IMIMUPEHHST (PYHKIIOHAIBLHOCTI Ta ajamnTarlii
CUCTEMHU JI0 HOBUX CIICHAPIiB BUKOPUCTAHHSI.

Crpykrypa kBadgdidikauniiinoi po6oru. BiamosigHo 1m0 MeTH, 3aBIaHb 1
npeaMeTa JOCTIKEHHs KBalidikariiiHa poOoTa CKIAJA€TbCsl 13 BCTYMY, YOTUPHOX
PO3M1IiB, BUCHOBKY, CIIMCKY BHUKOPHCTAaHHX JpKepell Ta 6 MomarkiB. 3araJbHUN o0csr

KBaTi(iKaIIiHOI po60oTH — 96 CTOPIHOK, KUTBKICTh BUKOPUCTAHUX JIKEpeT — 22.
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

1 AHAJII3 MTPOBJIEMHA TA IOCTAHOBKA 3AJTAY1

1.1 CyyacHuii cTaH TexHOJIOTrIi cynpoBoay 00’ekTiB y 3D-cepenoBuiax

CynpoBig 00’€KTiB Yy TPUBHUMIPHHUX BIPTyaJIbHUX CEpPEIOBHINAX € OIHIEID 3
KIIOYOBMX  3aJa4, sIKI aKTUBHO JIOCHIUKYIOTbCS B Tally3siX pPOOOTOTEXHIKH,
KOMIT FOTEPHOTO MOJICJIFOBAHHSI, CUCTEM O€3MEeKU Ta IHTEPaKTUBHUX 3aCTOCYHKIB. 3a
OCTaHHI POKH PO3BUTOK TEXHOJOTIH MITYYHOTO 1HTEJIEKTY, JITOPUTMIB KOMIT FOTEPHOTO
30py Ta (I3UYHUX CUMYJIALINA 1CTOTHO PO3IMIMPUB MOXKIUBOCTI TaKUX CHCTEM,
JO3BOJIAIOUM CTBOPIOBATH MOZEINI, 3AaTHI BIACTEXKYBAaTW LUl y pealbHOMY 4acl,
aHaI3yBaTH TPAEKTOPIi Ta MPOTHO3YBATH MOAAIBIIUN PyX.

[Tpobnema cynpoBoay B 3arajJbHOMY BUIJISI/II TIOJIATA€ Y BU3HAYEHHI MOJIOKEHHS
00’eKTa, OIIHII MOro MIBUJIKOCTI Ta HAMpPSAMKY pPyXy, a TakoK MOOYIOBI MOBEIIHKU
areHTa, 10 JI03BOJIsI€ OE3MEepepBHO TPHUMATH IiIb y 30HI BHAMMOCTI ab0 B MeXax
3amaHoi  amcraHmii  (amB. puc. 1.1). VYV  peambHux 3amayax 3D-cynposin
BUKOPHUCTOBYETHCS B TaKUX chepax, siK:

- Hapiraiis aBTOHOMHHMX pOOOTIB Ta JpOHIB, IO TOBWHHI CJIJKyBaTH 3a
NepeMIILIEHHSIM 00’ €KTiB a00 YHUKATH 31TKHEHb;

- CHCTEeMH BIJICOCIIOCTEPEIKCHHS, ¢ KaMepH BIICTEKYIOTh IMi103P1Ty aKTUBHICTh
a00 mepeMileHHs JToCH;

- KOMIT IOTEpH1 irpH, B akux Heirposi nmepcoHaxi (NPC) mepecninytoTs TpaBis
a00 CynpoBOIXKYIOTh HOT0;

- VR/AR-TpeHaxepu, Jie noTpiOHE TOYHE pearyBaHHs Ha pyXH KOPUCTYyBaya;
IHIYCTpisg aHIMaIlli, /e aBTOMAaTu30BaHEe KEPYBAHHS MEPCOHAKaMU TOJETIIYE POOOTY
aHIMaToPiB.

VY TpamumiHMX cHUCTeMax CyMpOBiJl 3MIMCHIOBABCS MEPEBAXKHO 32 JTOTIOMOTOIO
KJIACHYHMX aJTOPUTMIB, TAKUX SK MOIIYK NUIIXy A*, MOjelN nepeciiayBaHHs «steering

behaviors», mponopuiitHO-IHTErpaJibHI KOHTPOJIEPH, AJTOPUTMH IPOTHO3YBAHHS PYXY
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Kadenpa inrenexkryanpHuX iHQOpMAIHHAX CUCTEM
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(mampukinan, Kalman Filter [7, 14]). [Ipore 31 3pocTaHHSIM CKIATHOCTI BIpTyaJIbHUX
CepeloBHUI] 11 TMIJXOAM YacTO CTalOTh HEIOCTAaTHIMHU, OCKUIBKM BOHH TIOTAHO
OPUCTOCOBaHI JO0 CHUTyalld 13 JMHAMIYHMMH MEPELIKOJAMH, CKJIAJHOK T€OMETPIEI0

PIBHIB Ta Hemepea0auyyBaHOIO TOBEIIHKOIO L.

AGENT
— POLICY
OBSERVATION ACTION
0, POLICY A,

A 11
3 REINFORCEMENT
o LEARNING -«
L
= ALGORITHM
OBSERVATION A
Ogsq

REWARD
Rijt+1

( ENVIRONMENT <

| J

Pucynok 1.1 — ApXiTekTypa IHTEIEKTYaaIbHOT CUCTEMH CYIIPOBOLY

CydacHi TeHaeHIlli po3BUTKY 3D-crucTteM MOKa3ylOTh MEPEXij 10 BUKOPUCTAHHS
HEUPOHHUX MEPEXK, sIK1 3/1aTHI:

- aJIanTyBaTUCS 10 HOBHUX CLEHApiiB 0€3 pyYyHOro NepernpoeKTyBaHHs MOBEIIHKY;

- HaBYATHUCS HA CUMYJISAIISX, 110 3HAYHO CIPOIILYE MIATOTOBKY JIAaHUX;

- pea1i30BYBaTH CKJIaH1 MOBEIIHKOBI MOJIE, HEAOCTYIHI JJIsI KITACUUHUX
METO/IB;

- MpUMaTH PIIICHHS HA OCHOB1 0araTOBUMIPHUX CEHCOPHUX JaHUX.

Pazom 13 TuMm, iHTErpailisi TakKMX METOAIB y CHUCTEMY CYNPOBOAY BHUMAarae
noOy/OBH CTICIIAIIBHOI apXITEKTYpH, M0 BKIIOYAE MOMYJl CIPUNHATTS, aHali3y,

OPUUHATTS pIIIEHb Ta KOHTPOIIO pyxy areHTta. OcoOnuBoOi yBaru 3aciiyroBYIOTh pyHIii
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Kadenpa intenexryaipHux iHQOpMAIITHUX cHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

Ha KmranT Unity, sKi mO€JHYIOTh MOXIMBOCTI 3D-MonentoBaHHS 3 1HCTpPyMEHTaMu
MallIMHHOTO HaBuaHHs uepe3 ML-Agents [1, 3, 17], no3Bojisitoud CTBOPIOBATH

MOBHOLIIHHI 1HTEJEKTyaJIbHI CUCTEMH Y CUMYJIbOBAaHOMY CepeAoBHII (IuB. puc. 1.2).

Obstacle 1

S A .

4 B Obstacle 2
’ @

Landscape

. - Obstacle 3
Obstacle 2 Obstacle 4

Pucynok 1.2 — Crpykrypa 3D-cepenoBuiia Ta KJIHOU0BUX 00’ €KTIB

1.2 MeToau BiicTesKEeHHSI TA CYNIPOBOAY 00’ €KTIB: KJIACH4HI Ta

HelpoMepe:keBi MiaAxXoau
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

3amaya cympoBomy OO’€KTa y TPUBHMIPHOMY CEPEAOBHINI € CKIJIAJIHOIO
0araTOKOMIIOHEHTHOIO MPOOIEMOI0, SIKa MOEIHYE €IEMEHTH HaBirailii, MpOrHO3yBaHHS
pyxy, 00poOKu ceHcOopHuX JaHux [5, 9, 10] 1 npuiHATTS pilleHb Y peaJbHOMY 4Yacl.
[IpotaroMm ocTaHHIX PpOKIB 1i pO3B’S3aHHS 3IHCHIOBAIOCS 3a  JOMOMOTOIO
PI3HOMAHITHUX METOIB, II0 MOXKHA YMOBHO PO3IUIMTH Ha JBlI KaTeropii: KJIacU4H1
aITOPUTMHU KEPyBaHHS Ta CydacH1 HelpomepekeBi miaxonu. KokeH 13 HUX Mae BiacHi
IepeBaru Ta HEAOMIKH, sIKI BU3HAYAIOTh c(pepy iX e(peKTUBHOTO 3aCTOCYBAHHH.

KnacuyHi Mertomu CynpoBoJy OO’€KTIB B OCHOBHOMY IDYHTYIOTBbCS Ha
MaTeMaTUYHUX MOJENSIX pyxXy 1 mepeadayaroTh BUKOPUCTAHHS JIETEPMIHOBAHUX
anroput™MiB (auB. puc. 1.3). HaliOinbll NOMIMPEHUMH Cepell HUX € alrOPUTMU MOILIYKY
nuisixy, Taki sk A* ab6o Dijkstra, siki JO3BOJSIOTH areHTY 3HAXOIWUTH ONTHUMAJbHY
TPAEKTOPII0 Yy CTaTUYHMX ab0 4YacTKOBO 3MIHHUX cepeloBUIIaX. Y paMKax IFPOBUX
PYILLIIiB IIMPOKO 3aCTOCOBYIOThCS TakoK HairamiiHi citi (NavMesh), mo narote 3mory
e(eKTUBHO TEepPEMINTyBaTU TEPCOHAXKIB MIK TOYKAMH 3 YypaxyBaHHSIM HasBHUX
nepenikoa. IIpore momiOHI MiAXOAUW MalTh CYTTEBI OOMEXEHHS, OCKUIBKM BOHHM HE
3MaTHI JWHAaMIYHO aJanTyBaTucd JO HemepeadadyyBaHOI MOBEAIHKM LUl Ta HeE

BPaxOBYIOTh BUCOKHUH CTYIIHb MIHJIMBOCTI CEPEIOBUIIIA.
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Kadenpa intenexryaipHux iHQOpMAIITHUX cHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

Machine Learning

Unsupervised Semi-Supervised Reinforcement
Learning Learning Learning
Clustering ma Self-Training L ,

Programming
Low-density
= 2 Separation ol Monte Carlo
Models Methods

Supervised
Learning

B4 Regression

Dimensionality
Reduction

Polynomial

Classification
Logistic
Regression
Decision
Trees

e Deep Learning

Anomaly
._’

Pucynok 1.3 — Knacudikaiiis MeTo/1iB CynpoBOAY: KJIaCUYH1 Ta HEHpOMEpeKeBl

MIXOOU

Po3noBCIOMKEHUM KIACHYHMM MIJIXOOM € MOJETh KEPOBAHOI IOBEMIHKU
(steering behaviors), konmemniis sikoi Oyna 3ampornonoBana Kpeiirom PeitHombacoMm [7].
Bona ommcye pyxu areHta y BUIVISAI CyMH CHJI, IIO CHPSMOBYIOTH HOTO 10 IIiJIi,
JOTIOMaratoTh YHUKaTH 31TKHEHb a00 CIiJyBaTh 3a MEBHOIO TPAEKTOPI€0. Xoua Taki
MeTOMM € €(HeKTHBHUMH Y MIPOCTHUX CIICHAPISAX, Y CKIATHUX TPUBUMIPHHUX CEPEIOBHINAX
3 BEJIMKOIO KUIBKICTIO TEPENIKOJl Ta JUHAMIYHUX O0O0'€KTIB BOHM HE 3a0€3IeuylOTh
JOCTaTHHOI TOYHOCTI Ta THYYIKOCTI.

Y TeXHIYHUX CHUCTEMaX, 30KpeMa B POOOTOTEXHIIll, HIUPOKO 3aCTOCOBYIOTHCS
peryisitopu tTuny PID, 1110 KOHTpOJIOIOTE PyX Y BIJAMOBIIb HA BIIXUJICHHS BiJl 33JIaHO1
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

no3uttii. [{ist mporuo3yBaHHs MailOyTHHOTO pPO3TallyBaHHS 00’ €KTa BUKOPUCTOBYIOTHCS
¢binerpu Kanmana, ki J103BOJSIIOTH 3IVIJKyBaTH IIYM BHUMIPIOBaHb Ta OLIIHIOBATH
MIBUAKICTh 1 HAOpsMOK pyxy. He3Baxaroun Ha iXHIO TOYHICTb, Takl METOAM TaKOX
MalOTh HENONIKH, OCKUIBKH MOTPEOyIOTh AETaJIbHOTO MaTEMaTHYHOTO MOJICIIOBAHHS
cepeZIoBUIIA 1 MPAaKTUYHO HE 3/IaTHI aJJanTyBaTUCS 10 3MIH Y TTOBEIHIII IILTI.

Ha mportuBary kiacuyHuUM PIIIEHHSIM, Cy4acHI METOIU CYNPOBOIY BCE YACTIIIe

0a3yloThCSl Ha IITYyYHUX HEUPOHHUX MEpPEkKax, Kl JalOTh 3MOTY areHTy CamoOCTiiHO
BUBYATH CTPYKTYpY CEpENOBHUILA, BUSBIATH 3aKOHOMIPHOCTI y MOBEMIHII LIl Ta
ajantyBaTUCs 10 HemepenOauyBaHuUX cuTyaiil. OcoOnuBoro mnomupeHHs HaOyau
anropuTMu HapuaHHs 3 miakpimieHHsM (Reinforcement Learning), 3okxpema Deep
Reinforcement Learning [5—7, 10], sixi HO€AHYIOTh MOKJIMBOCTI ITTUOUMHHUX HEUPOHHUX
MEpeX 1 Teopii ONTUMAIBHOTO KepyBaHHA. Taki ajaropuTMu JO3BOJIAIOTH AareHTY
OTPUMYBATH JIOCBIJ IUISIXOM B3a€EMOJII 3 cepeaoBUIEM, (POpMyrOUYU CTpaTerito
MOBE/IIHKY HA OCHOBI TTO3UTUBHUX 1 HETATUBHUX BUHATOPO/I.
OpnaumM 13 HaitO1IBI edekTuBHUX MiaXoiB € Proximal Policy Optimization (PPO), sxuii
BukopuctoByeTbes B Unity ML-Agents [2, 6]. Bin 3abe3neuye cTaOiabHICTh HaBYaHHS,
BUCOKY CTIHKICTh [JI0 IIyMy Ta 3JaTHICTh TMpalioBaTH Yy CEpeloBUIIAX 13
OaratoBumipHumu crtaHamu. Heliponna wmepexxa PPO moxe BpaxoByBaTH MO3ULIIO
areHra, HampsM TOTISNY, MBHIKICTh PyXy IUT Ta 1HII CEHCOPHI AaHi, (GOpMyroUYu
ONITUMAJIbHY 110 Y KO)KHOMY KPOIll CUMYJISITI.

VY neskux cucTeMax MO€IHYIOTHCS TMEpeBard KIACHYHUX Ta HEHPOMEPEKEBUX
MeToniB. Hampukmnan, areHT MoXKe BHUKOPHUCTOBYBATH HEHPOHHY MEPEXY s
BU3HAYEHHS LIJILOBOTO HANPSIMKY pyXy, aje Mpu 1boMy 3actocoByBatd NavMesh s
KOpEKIIii TpaekTopii Ta yHUKHEHHS CKiIagHux nepemkon. [lomiOHi ribpumHi mMomeni
3a0€e3MeuyIoTh BUCOKY TOYHICTh CYMIPOBOAY Ta CTIMKICTh MOBEIIHKH areHTa y CKIIaTHUX
CLEHapisX.

TakuMm 4YHHOM, EBOJIOMIS CHCTEM CcynpoBoay 00’ekTiB y 3D-cepenoBuimax

3acBIAUY€ MOCTYNOBUH Mepexis BiJ )KOPCTKO 3alaHUX AJITOPUTMIB J0 1HTEJIEKTyaIbHUX
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METOJIIB, 3/IaTHUX CaMOHABYATHICS Ta aJalTyBaTHCA 0 JAWHAMIKU cepemoBuina. Came
HEUPOMEPEXKEBl TMIJXOAU CHOTOAHI BBAXKAIOTHCS HAWOUIBII TEPCHEKTUBHUMM IS

noOy/10BU €(PEKTUBHUX Ta THYYKHUX CUCTEM CYIIPOBOIY.

1.3 Orasin niaT¢gopm Ta IHCTPYMEHTIB 1JIS1 PO3PO0KH IHTEJIeKTYaIbHUX

3D-cucrem

CTBOpEeHHS IHTENEKTyaIbHUX CUCTEM CYIPOBOAY y TPUBUMIPHHUX CEpEIOBUIIAX
noTpedy€e BUKOPUCTAHHSA KOMIUIEKCHUX TEXHOJOTIYHUX pIMIEHb, IO OXOIUIIOKOThH
mojentoBanHs 3D-mipocTtopy, Gi3udHI CUMYISIT, aITOPUTMH MAIIMHHOTO HABYaHHS Ta
3acobu anamizy. Ha cywyacHoMy eTami pO3BHUTKY IHIYCTpii HaAWOUIbII MNPUAATHUM
THCTPYMEHTOM Ui Takux 3aaad € pyuriii Unity, skuil moennye B co0l THy4Ki 3acobu
MOJICJIFOBAHHSI Ta MOTYKHY MIATPUMKY IITYYHOTO 1HTeNeKkTy yepe3 ML-Agents [1, 17].

Unity 3a0e3nedye 3pydHi MOXJIMBOCTI JiJIsi NOOYAOBH TPUBUMIPHUX CLEH, IIO
BKJTFOYAIOTh 00’ €KTH PI3HOI CKIaJHOCTI, CHCTEMH OCBITJICHHS, TUHAMIYHI TIEPEIIKOIN Ta
¢13uuHi B3aeMonii. BOynoBanuii (i3udyHUI JBUTYH JO3BOJIIE€ MOJEIIOBATH PEATICTUYHI
PYXH, 3ITKHEHHS, IPUCKOPEHHS Ta 1HII MapaMeTpH, 10 MAIOTh BUPIIIAIbHE 3HAYCHHS
JUISI KOPEKTHOTO (PYHKITIOHYBaHHsSI CHCTEMH cyrpoBoay. Po3poOka moBemiHKK areHTa
3MiMCHIOEThCST HAa MOBI C#, sika 3a0e3mnedye MOBHUI KOHTPOJb HAJl JIOT1KOK B3a€MOJI1
KOMITOHEHTIB Ta JIO3BOJISIE IHTETPYBATH MAIIMHHE HABYAHHS Y POOOYMI MK CUMYJISIIII.

Ocob6nuBoi yBaru 3aciayroBye ¢gpeiimBopk Unity ML-Agents, skuii nae 3mory
pealnizyBaTd HaBYAHHS areHTIB 3a JOMOMOIOK aJITOPUTMIB MIMOMHHOTO HABYAHHS 3
nigkpimieHHsM. ML-Agents mnoennye moxkauBocTi Python Ta Unity, mo no3Bossie
BUKOPHUCTOBYBATH CydacHi PpperiMBopku HelipoHHUX Mepex — TensorFlow abo PyTorch
— JUIS CTBOPEHHS MOJIENIEH, 1110 BU3HAUAIOTh MOBEIIHKY arcHTa. Cucrema
ceHcopiB ML-Agents Moxxe 30uUpaTu JaHi MPO CTaH OTOYCHHS: BIACTaHI J0 MEPEIIKO/I,
KOOPIMHATU LI, HampsM pyXy Ta 1HmYy 1H(dopmalito, ska (GopMye BXITHI JaHl IS

MEpEexi.

2025 p. I'mnsxa Bacwis



16

Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

TensorFlow  TpuBanmmii wyac OyB  OCHOBHUM  (pEHMBOPKOM,  SKUH
BUKOpUCTOBYBaBcs y ML-Agents, 3aBasku CBOill CTaOUIBHOCTI Ta TOIIMPEHOCTI y
IIPOMHMCIIOBUX CHCTeMax. Moro apxirekrypa cratmynmx rpadiB Oyiga 3pydHON0 JUIs
BEJIMKUX MOJIEJIEeH, ajle MEHII THYUYKOIO ISl €eKCIIEPUMEHTAIBHUX JOCIIKEHB. 3r0ZI0M Y
ML-Agents Oyno inTerpoBano PyTorch, sikuii Big3Ha4aeThbcsi OUIBIION JTUHAMIYHICTIO
Ta MPOCTOTOIO JIe0AriHTY, 110 CIPUSIE MBUIKOMY MTPOTOTHITYBAaHHIO HOBUX apXiTEKTYP.

Kpim Toro, y mpoleci HaBYaHHS areHTIB IIUPOKO BHUKOPUCTOBYIOTHCS
IHCTpYMEHTHU JIs1 0OpOOKHM YMCIOBUX AaHUX, Takl Sk NumPy, ki 3HaYHO CHIPOIILYIOThH
poOoTy 3 wMarpuisMH Ta Bektopamu. [l Bizyamizamii JUHAMIKM HaBYaHHS
3acTocoByrOThcsl TensorBoard 1 Matplotlib, siki 103BOJNISAIOTE crocTepiraTd 3MiHH
BUHArOpoJy, CTAOUTbHICTh TIONITHKH, IIBUAKICTh 301KHOCTI Ta IHOI KITFOYOBI
MOKa3HUKH.

TakuM 4YMHOM, CydyacHI MIaTpopMU Ta IHCTPYMEHTH CTBOPIOIOTH KOMIUIEKCHY
EKOCHCTEMY JJIsi PO3POOKHU IHTEIEKTyalbHUX CHCTEM cyrpoBoay y 3D-cepenoBuiiax.
[Toeqnanns Unity, ML-Agents, PyTorch a6o TensorFlow 3abe3rnedye moBHUI ITUKII
pO3poOKH — Bix OOYAOBH CEPENOBHINA 10 TPEHYBAHHS Ta TECTyBaHHS areHTIB — III0
poOuTh TEeH MmiAXig OAHUM 13 Hale(peKTUBHIMMX Yy cdepl MOACIIOBaHHS

IHTEJNEeKTYaJbHUX BIpTyalbHUX cucteM [4, §].

1.4 IlocTaHoBKA 3a1a4i JOCTIIKEeHHHA

Cy4dacHi 1HTENIEKTyaJdbHl CHUCTEMH, 110 (YHKUIOHYIOTh Y TPUBHMIPHHUX
cepenoBUIIaX, Mpe/1 IBJISIIOTh BUCOKI BUMOTH JIO TOYHOCTI, aJaliTUBHOCTI Ta CTIHKOCTI
areHTiB, $K1 3M1MCHIOIOTH CYNpPOBiJ ab0 BIJICTEXKEHHS OO €KTIB. Y TaKHX CHUCTEMax
BAYJIMBO HE JIMIIE BU3HAYUTH KOOPAMHATHU MU, a W 3a0€3MEUnTH MPaBIIbHY PEAKIIiI0
areHTa Ha 3MIHHM 11 TIOBEIHKH, TOSBY NEperikoy] abo 3MiHy KOHQITypaIlii cepe1oBHIIA.

BpaxoByroun ckiaaHICTh TOAIOHMX 3aBllaHb, BUHHUKA€ HEOOXIJHICTh 3aCTOCYBaHHS
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

TEXHOJIOT1{ MAIIMHHOTO HABYAHHS, SIK1 JO3BOJISIOTh areHTa HABYATH IUIIXOM B3a€MOJIT
3 OTOYCHHSM Ta HAKOITMYCHHS JTOCBITY.

[ToctaHoBKka 3aja4i y Mexax I[i€i poOOTH IPYHTYEThCSI Ha aHalli31 0COOIMBOCTEN
cynpoBony 00’ekTiB 'y 3D-cepenoBumiax Ta BU3HAYEHH! KIIOYOBUX (DAKTOPIB, IO
BIUIMBAIOTh Ha €(EeKTUBHICTH Takoi cuctemu (AuB. puc. 1.4). OcHoBHa mpobOIEeMa
MOJISATAE y TOMY, IO KJIACHYHI aJlTOPUTMH HE 3/1aTHI 3a0€3MeUnTH 33/I0BIIbHY THYYKICTh
y CIIEHapisix, Jie MOBEMIHKA ITIJIi € JUHAMIYHOK a0o0 HemepeadauyBaHOIO. BiamnosiaHo,
HEOOX1JTHO CTBOPUTU CHUCTEMY, B SIKIM areHT 3MOXK€ aJanTyBaTU CBOI [ii y Mpolieci
HABYAHHSI, BPAXOBYIOUH IMTUPOKUHN CIIEKTP MOXJIMBUX CUTYAIiH.

VY pamkax qociiKeHHs repeadadacTbesi BUPIIIEHHS TaKUX 3aBIaHb:

- POBECTH aHaJi3 Cy4yaCHUX MIAXOAIB 0 CYIIPOBOIY 00’ €KTIB Y TPUBUMIPHUX
CepeloBHUIIAX Ta BU3HAYUTH HEJOMIKU KIACUYHUX METOJIIB 3 MO3UIIIT aanTUBHOCTI Ta
THYYKOCTI;

- TOCTIAUTH MOXJIMBOCTI Cy4acHUX (PpelMBOPKIB MAIIMHHOTO HAaBYaHHS,
3okpema Unity ML-Agents, TensorFlow ta PyTorch, mono peanizaiiii moBeainku
areHTIB y AMHAMIYHHUX CEPEIOBUIIAX;

- pO3pOOUTH CTPYKTYPY IHTEIEKTYaIbHOI CUCTEMHU CYTPOBOLY, KA BKIIOYAE
3D-cepenoBuiie, areHTa, MOAYJIb CCHCOPUKH, CUCTEMY BUHATOPOIAHN Ta MOIYJTh
MAITMHHOTO HaBYaHHS;

- peanizyBaTH areHTHy Mofieb y cepenoBuill Unity 3 BUKOpUCTaHHSIM
aJITOPUTMIB NIMOMHHOTO HABYAHHS 3 MIAKPITIIICHHSM;

IIPOBECTH TECTYBAHHS PO3pP0OJIECHOT CHCTEMH B YMOBaX Pi3HOT CKIIATHOCTI CEPEIOBHUINA,
BKJIFOYAIOYM IMHAMIYHI MEPENIKOAMN Ta 3MIHHI TPAEKTOPIT PyXy LLi;

- OIIHUTH €(PEKTUBHICTH MOBEIIHKH areHTa, BUSHAYUTH HOTO 3/IaTHICTh
aJlanTyBaTUCS Ta MPAaBWIBHO pearyBaTu Ha HemepeadadyBaHi CUTYaIlii,

- pO3pOOUTH pEKOMEHAAITIT IIIO/I0 TTOKPAIIEHHS MOJIEN1 Ta MOKIUBOCTEH

MOJIAJIBIIIOI MOJIEPHI3AIlil CUCTEMH.
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Kadenpa intenexryaipHux iHQOpMAIITHUX cHCTEM
InTenexryanbHa cucteMa cynpoBoy 00'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

TakuM YMHOM, MOCTAHOBKA 3aja4l JAOCIIIKCHHS BKIIOYAE€ KOMIUICKCHHUM TI1AXi]T
JI0 CTBOPEHHS I1HTEJEKTyaJbHOI CHUCTEMHU CcyrnpoBoAy o0’ekta y 3D-cepenoBuiii.
Pesynpratu BUKOHAHOI poOOTH MOBUHHI MPOAEMOHCTPYBATH, 10 3aCTOCYBAaHHS METO/IB
HAaBYaHHS 3 MIJKPIMJICHHSIM 3a0e3leyye BHUCOKHI pIBEHb aJIallTUBHOCTI arcHTa,
3MIaTHICTh TIPAIIOBATH Yy CKIIAJHUAX JWHAMIYHMX yMOBaX Ta €()EKTUBHO BUPIIIyBaTH

3a/1a4y CymnpoBoy 06€3 pydHOTrO MPOEKTYBAHHS CKIIATHUX JITOPUTMIB ITOBEIHKH.

Pucynok 1.4 — [lopiBHsAHHS Ki1acu4yHUX anroputmiB Ta DRL
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

BucHoBku 10 po3aiay 1

VY meprioMy po3iii Oys10 MPOBENCHO KOMIUICKCHUHN aHali3 MPOOIeMH CYIIPOBOIY
00’€KTIB y TPUBUMIPHUX CEPEOBHINAX Ta BUSHAYEHO KJIFOUOBI ACTIEKTH, 110 BIUIMBAIOTh
Ha TOYHICTb 1 HAAIMHICTh TaKUX cUCTeM. PO3IISIHYTO CyyacHM CTaH TOCIIIKEHb, IKUN
3aCBiUy€ BUCOKWW TIOMHUT HA I1HTEICKTyalbHI CHUCTEMH, 3JaTHI aJIanTyBaTUCS 10
IUHAMIYHUX 3MiH cepenoBuma. KilacuuHi MeToaM CymnpoBOJy, TMOIPH  iXHIO
MONIIMPEHICTh, MalOTh HU3KY OOMEXKEHb, cepell SKMX HEIOCTaTHs THYYKICTh Ta
CKJIQJHICTh MacIITabyBaHHS y CKJIQJHUX CIIEHAPISIX.

Ornsin HeipoMepeKeBUX MMIIXO0/IB MOKa3aB, M0 METOAW INIMOWHHOTO HABYaHHS 3
OIAKPIIICHHSM € HalOUIbIl MEPCHEKTUBHUMHU Ui  (GOpPMYBaHHS TOBEIIHKU
ABTOHOMHOTO areHTa y CKJIQJHHUX cepenoBuiliax. BoHM 103BOJSIOTH HAaBHUYKOBO
dbopMyBaTi CTpareriro CHOiAyBaHHS 3a LULII0 0e3 HEeOoOXITHOCTI JeTalbHOIo
MaTeMaTUYHOTO OIHUCY KOXKHOi curyarlii. Takox y po3auii Oyino TOCHIIKEHO HasBHI
nporpaMHi miatdopmu, cepen skux Unity Ta ML-Agents 3aiimMaroTh TPOBIHI MO3HITT
3aBISKH MOXJIMBOCTI 1HTerpamii (Ii3W4HOi CUMYJSAIIl, TpPEeHYBaHHS areHTIB Ta
Bi3yaJizailii mpoIrecy HaB4yaHHS.

KinmeBa nocrtaHoBka 3amadl JOCHIPKEHHS J103BOJWIA C(HOPMYBAaTH YITKHMA
NEePeNTiK ek, Kl MaroTh OyTH JOCSATHYTI B MeXaxX pPOOOTH, IO BKIIFOYAE PO3POOKY
IHTEJIeKTyaJIbHOI CHUCTEMHU CYNPOBOAY 00’€KTa, i peasi3allifo, TeCTyBaHHS Ta OI[IHKY
edextuBHOCTI. OTXe, pe3yapTaTd MepuIoro po3auly (OpMYyIOTh TEOPETHYHY Ta
METOJIONIOTIYHY OCHOBY JIJISl MOAAJIBINOI peaizallii Ta eKCIePUMEHTAIBHOI NEPEeBIPKU

CUCTEMH, 1110 PO3MIAIAE€THCA Y HACTYITHUX PO3/iiax.
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Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

2 CTPYKTYPA IHTEJIEKTYAJIbHOI CUCTEMU CYIIPOBOY
OB’€EKTA B 3D-CEPEJIOBHIIII

2.1 ApxiTeKTypa cMCTEeMH: OCHOBHI KOMIIOHEHTH Ta B3a€MO/isl

[ToOynoBa 1HTENEKTyadbHOI CHUCTEMH CYNpPOBOAY O0’€KTa B TPUBHUMIPHOMY
cepesoBUII MOTpedye po3poOICHHS YITKOI apXITeKTYpH, 10 BU3HA4Yae (yHKI[IOHATbHI
MOJyJi, B3a€EMO3B’SI3KM MIDXK HHMHU Ta TOCTIJOBHICT 00poOku iHdopmarmii. Taka
apXxiTeKTypa TOBMHHA 3a0e3ledyyBaTd aJaNTUBHICTh areHTa, KOPEKTHY B3a€EMOII0 3
OTOYCHHSM, €(EeKTUBHY OOpOOKY CEHCOPHMX JaHUX 1 MOXKJIMBICTh peaiizallii CKIaaHo1
MOBEJIHKOBOI MOJIeJIl IUISIXOM HaBYaHHS 3 MIAKPIICHHSIM. Y 11 poOOTI cucTema
noOynoBana Ha ocHoBi pymrisi Unity Tta dpeitmBopky ML-Agents (puc. 2.1), mio
J03BOJIUJIO 00’€HaTH TPUBUMIPHE MOCIIOBAHHS, (PI3UYHI CUMYJIALII Ta MalluHHE

HABYAHHS B €IMHOMY cepenoButii [17].
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Kadenpa intenexryaipHux iHQOpMAIITHUX cHCTEM
InrenexTyanapHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHUX Mepex

Sensor 3 Actuator 3

Pucynok 2.1 — BHyTpilHs CTpyKTypa areHTa

3aranpHa apXiTEKTypa CHUCTEMHU CKIIAJIA€ThCA 3 TaKMX OCHOBHHX KOMITOHEHTIB:
3D-cepenoBuilie, areHtT, Lidb, CEHCOpPHA MIJACHUCTEMA, MOIYJIb MPUUHATTSA PIlICHb,
MOJyJIb YTIPABJIIHHS PyXOM, MOMYJIh BHHArOpoOJd, a TAKOX MAIIMHHUNA HaBYaTbHUI
MOJyJIb, BIIMOBIAAIBHUMN 32 TPEHYBaHHS HEMPOHHOI Mepexi areHTa (auB. puc. 2.2). Yci
Il eIEMEHTH B3aEMOJIIIOTh MK COOOI0, YTBOPIOIOUN 3aMKHCHHMM MUK CIOPHHHSTTS, Jii

Ta HABYaHH:I.
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@ =y . .
Sen%es environment Ray Perception Actuation System

%’%ﬂ T l

detect @

Sensor Data
Matar
Cummaﬁ @ Ean-era-tes| @
Environment Ray Par:eptian Decision Making
executes Pﬁ}
@ e
Ray Casting Actuation System
@ affects 3
Physical Warld Feadback Loop

Pucynok 2.2 — Cxema poOOTH CEHCOPHOI CUCTEMH areHTa

3D-cepeoBHINE € OCHOBOIO BCI€l CHCTEMH 1 MICTHTh 00’ €KTH, 3 SKHMMH arcHT
MOXKE B3a€EMOJIATH: I[JIb, MEPEIIKOIU, IOBEPXHI Ta CTPYKTYpPH CLEHHU. 3aBISKH
¢izmanomy aBuryHy Unity cepemoBHINE BIATBOPIOE 3aKOHH PYXy, 3ITKHEHHS Ta
B3a€EMOJII1, IO JIO3BOJSIE MOCIIOBATH PEATICTUYHI YMOBM JIJIi HaBYaHHS areHTa.
CepenoBullle TaKOXX BH3HA4Ya€ TE€OMETPIIO CIEHHU, TOIOJIOTII0 PyXy Ta CKJIAJHICTb
3aBJlaHb, SIKl TOBUHEH BUKOHYBAaTH arcHT.

ATEHT € TOJIOBHUM aKTUBHUM KOMIIOHEHTOM CHUCTEMHU 1 MPEACTaBICHUIN 00’ €KTOM
y BipTyalbHOMY IPOCTOpi 3 MOXKIIMBICTIO IIepeMileHHs Ta obepTanHs. Moro mopeninka
BU3HAYAETHCS HEHPOHHOIO MEpEXEIo, sika GOopMye PIllIEHHS Ha OCHOBI BXIAHHUX JTAHUX

BiJl CEHCOPIB. B areHT Takox 1HTErpoBaH1 KOMIIOHEHTH Ui 300py JaHMX, Taki Ak Ray
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Perception Sensors, ski JT03BOJISIOTh BHUSBIISITH IEPEIIKOAW, BU3HAYATH BiJCTaHI Ta
HAnpsIMKA A0 1T a00 1HmUX 00’ekTiB. KpiM TOro, areHT Mae BHYTpIIIHI MapaMeTpH,
HANpUKIAJ] BJIACHY IIBHUKICTb, MOJIOKEHHS a00 KyT OIVISAY, IO TAaKOXK MOXYTh OyTH
BKJIFOUEH1 y BX1JIHUI BEKTOP CTaHIB.

inp BucTymae 00’€KTOM, 3a SIKUM areHT MOBUHEH ciigyBaru. BoHa moxe OyTu
CTaTM4HOI0 a00 pyxaTucs 3a BH3HAUCHOIO a00 BWIAJAKOBOIO TpAaEKTOpielo. Y
CKJIQJIHIIINX CI[EHApIAX TPAEKTOpisS MUTT MOXe OyTH HENHIHHOK ab0 3MiHIOBATHCS
BIJIMOBIAHO /O 30BHINIHIX (AKTOPIB, IO 30UIbIIY€E CKIATHICTh 3a7adl CYMpPOBOY.
Cucrema mpaitoe TakuM YHMHOM, IO areHT OTPUMYE BUHAropoay 3a 3MEHIIECHHS
BIJICTaHI A0 LIl a0 MiATpUMAHHS ii y 30HI BUAMMOCTI, a TakoX wTpadu 3a BTpary
3B’S13Ky 200 31TKHEHHS 3 EPEUIKOAAMHU.

CencopHa mijicucTeMa arenra 30upae iHpopMallio npo cepenoBuile Ta Gopmye
BEKTOp CTaHy, SIKUW MOAAETHCS HA BX1J HEMPOHHOI MEpPExKi. 3ajexHO BiJ KOH(DIrypaiii,
15 MICHCTeMa MOXKE BKITFOYATH TTPOMEHEB1 CEHCOPH, BEKTOPH MO3UIIIN, HATIPSIMOK PyXy
are’Hra Ta IUIl, a TakKoX JaHl Npo MBUAKICTh. CEHCOpHAa CHUCTEMa € KPUTUYHO
BaXJIMBOIO, OCKUJIBKM CaM€ BOHA 3a0€3Ieuy€e areHTy MOKJIMBICTh COPUIMATH JTOBKIIA,
10 BU3HAYAE SKICTh MPUUHATHUX PIIICHb.

Monynb OpURHSTTA pilIeHb BIAMOBIIAE 3a THTEPIPETALIIIO PE3Yy/IbTaTiB HEUPOHHOI
mepexi. Ha oCHOBI IIMX pe3ynbTaTiB areHT BU3HAUYA€, Y SIKUM OIK pyXaTHCh, 3 SIKUM
MPUCKOPEHHSM a0o 1] SIKUM KyTOM NoBepTaTucs. Y cuctemax Ha ocHoBl ML-Agents 11
piieHHs! (POPMYIOTHCSI TIOJIITUKOIO, SIKA HABYAETHCS 1]l Yac CUMYJSALINA, a B poOOYOMy
pPEeXKUMI BUKOPUCTOBYETHCS Y BUTISII 3aMOPOXKEHOT HEMPOHHOT MOJIEIII.

Monynbs yHOpaBliHHS pPyXOM peaii3ye NepeTBOPEHHS MNPUNUHATUX pIIIEHb Y
KOHKpeTHI (i3uyHi aii B cepenonuii Unity. Bin BigmoBigae 3a 3acToCyBaHHS CUIT, 3MiHU
IIBUJIKOCTI, MOBOPOTY Ta IHIIMX IapaMeTpiB, IO BU3HAYAIOTh (DAKTUUHY IOBEIIHKY
are’ra. BaxxiamBo, 10 11eil MOAyJIb MPALIOE Y TICHIN B3a€MOZIT 3 KOMIIOHEHTaMH (PI3UKHU

Unity.
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OkpeMHUM €IEeMEHTOM apXITEeKTypu € MOIyJdb BHUHArOpoJau, SKUHA BIIITpae
BOXJIMBY pOJIb y TIpoIleCl HaBYaHHsA areHTa. BiH Bu3Hauae, sKki MOJli TMOBHHHI
CTHUMYIIIOBaTH areHTa, a sKi — Kaparu. Hampuknaa, areHT OTpUMY€ MO3UTHBHY
BUHATOPOAY 3a HAOMMKEHHS JI0 IUT1, MATPUMaHHA cTabUIbHOT TUcTaHIlli ab0 yCIiTHuH
CYNpOBIJ, 1 HEraTUBHY — 3a 3ITKHEHHS YW BTPATy KOHTaKTy 3 wHuumo. Came cucrema
BUHAropoJ; (opMye MOBEAIHKOBY CTpAaTETil0 areHTa Ta BH3HAda€ €(PEKTUBHICTH HOTO
HABYAHHS.

MamuHHUN HaBYAJIbHUA MOAYJb Mpaiioe Ha ctopoHi Python 1 BignoBigae 3a
TpEHYBaHHS HEUPOHHOI MEPEXKi 3a JOTIOMOTOI0 AJTOPUTMIYHUX METOJIB ITTUOMHHOTO
HaBYaHHS 3 MIAKpimUIeHHsSM. Bin aHamizye 1ii areHTta, Moro ycHimiHiCTh Ta (Gopmye
OHOBJICHHS MapaMeTpiB MOMITUKH. Y Tpolieci HABYaHHS Mepexka ONTUMIZYE CBOi Bard,
mo0 MAaKCUMI3yBaTH KyMYJISTHUBHY BHHAropoay M YyIOCKOHAJIOBATH CTpaTeriyHy
MOBE/IIHKY.

TakuM 4YWHOM, apxITEKTypa IHTENEKTyaJbHOI CHUCTEMH CYNpPOBOLY €
KOMILJIEKCHOIO CTPYKTYpOIO, Y SKIH YyCl €JIeMEHTH B3a€EMOJIIOTh Y PEKHUMI peasbHOro
4acy, yTBOPIOIOYM aJalTUBHUN LUK "COPUMHATTS — pilIeHHs — 11 — ouiHka". Taka
MOJIeNh 3a0e3meuye 3aTHICTh areHTa €(eKTUBHO CYIPOBOIKYBATH 00’ €KT Y CKIIATHOMY

TPUBHUMIPHOMY CEpPEAOBHILI Ta pEaryBaTy Ha 3MIHU YMOB.

2.2 Moayab MAIIMHHOTO HABYAHHSA: APXITEKTYpPa HeliPOHHOI Mepe:xi,

HABYaHHY areHTa, CTaH i aii

[IpoexTyBaHHS MOAYJ MAlIMHHOTO HAaBYAHHS € KJIIOYOBUM €TallOM CTBOPEHHS
IHTENEeKTYallbHOI CUCTEMH CcynpoBoay o0’ekra y 3D-cepenoBullli, OCKUIBKA caMe el
MOJyJb BHU3HAYa€ Te, SIK areHT Oyae chopuiiMaTH cepeloBUIle, MpUAMaTH PIIIEHHS Ta
a/IalTyBaTH CBOIO MOBENIHKY B IPOLIECI HAaBYaHHA. Y JaHOMY JOCIIDKEHHI OCHOBOIO
MOJIE1 BUCTYIAE MiAX1] MUOMHHOro HaB4aHHs 3 mijakpimieHHsaM (Deep Reinforcement

Learning), peanizoBanuii 3acobamu Unity ML-Agents. lleii miaxim mA03BoJIsIE areHTY
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3M100yBaTH HABHYKH IUISTXOM Oararopa3oBoi B3aeMoli 31 cepemoBHineM, (HOpMyBaHHS
CTpaTeriii MOBEIIHKKM Ta OMNTUMI3allil CBOIX MdIH JJIs JOCSITHEHHS MaKCUMAaJbHOI
BUHArOPOJIH.

@OyH/1IaMEHTAJIbHUM €JIEMEHTOM HABUYAJLHOTO MOJYJS € HeHpPOHHA Mepe:Ka, 110
peatizye MoJIITUKY areHTa. BoHa CkJlafaeThesl 3 KUIBKOX IIapiB, K1 0OpOOIISIIOTH BX1/1HI
JlaHi, 10 HAIXOMSITh BiJ CEHCOPHOI MiJCHCTeMU areHta (auB. puc. 2.3). 3alleKHO Bif
CKJIQJIHOCT1 CepeoBHINA, HEHPOHHA Mepeka MOKE BKITIOYATH HIUIbHI IapH, peKYPEHTHI
KOMITOHEHTH a00 HOpMalli3aliiiHi OJ0KU. Y OUIBIIOCTI BUNAAKIB MOJIEb CKIIAIa€ThCSA 3
JIBOX OKpEMUX TOJIOB: actor Ta critic. Ilepma BinmoBigae 3a BUOIip i areHTta, ToAl K
JIpyra OLIHIOE SIKICTh [MX /i, BU3HAUaIOuM 3HAYCHHs (QYHKIII nepeBaru. Taka
apxiTeKTypa € xapakTepHoto s anroputMmy Proximal Policy Optimization [6, 7], sikuii

3acTOoCOBYy€eThbCsl B ML-Agents 1 3a0e3neuye cTablIbHICTh Ta €(DEKTUBHICTH HABYAHHS.
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Replay Buffer

Optimizer

PPO Agent

Policy Network Value Network

e M e

Actor Network Critic Netwoark

Value Estimate

Optimizer

Environment

Pucynok 2.3 — Apxitektypa HeiiponHoi mepexi PPO arenra

BxigHuMu maHuMuU 711 HEHPOHHOT MEPEkKi € BEKTOP CTaHy, sIKUi (popMyeThes
CEHCOPHOIO CHCTEMOI0 areHTa. 3aJiedHO Bl KOH(QIrypalii cepeloBHIlNa, LEeld BEKTOp
MOXKE BKJIIOYATH TMO3UIIIIO 11711 BIAHOCHO areHTa, BEKTOP HANPSMKY PYXY, BIACTaHb 110
HAWOMMKYMUX TIEPEIIKO/, BIACHY IIBUAKICTh, OPIEHTAIIO, a TaKoX i1HQopMmaIio 3
IIPOMEHEBUX CEHCOPIB. JlaHl MOMEpeIHhO HOPMATI3YIOThCS Ta MOAAIOTHCS HAa BXIJ
MEpexKi, 1110 T03BOJISIE€ CTAab1II3yBaTH HABYAHHA T4 YHUKHYTH MEPEOOTKESHHS MOJIEI.

IIpoctip aiil, T06TO HAOIp MOXJIMBUX PYXIB areHTa, BHU3HAYAE€THCS HA PiBHI
koH]irypamii  ML-Agents. Jlng cucrtemu cynpoBony 00’e€kra  HaWvacTile
BUKOPUCTOBY€EThCS O€3MepepBHUN MPOCTIp i, y SIKOMY areHT MOXE pEeryiloBaTu

HMIBUAKICTh PyXYy Ta KYT MOBOPOTY y peaidbHoMy uaci. KoxkHa Jis, sIKy BUJla€ HEMpOHHA
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Mepeka, IEPETBOPIOETHCSI B KOHKPETHI (i3W4HI CUIU a00 BEKTOPH MEPEMIICHHS, 110
3aCTOCOBYIOThCS J0 are’Ta y cepenonuii Unity.

HaBuanHns arenTa BiIOyBa€ThCS HUIIXOM 0araTopa3zoBOrO MPOXOKEHHS €Mi30/iB,
y SKMX BIH HaMara€ThCs BUKOHATH IOCTaBIICHE 3aBIaHHS — CYNPOBOKYBATU I[iJIb,
3MEHIIYBaTH BiJICTaHb JO HEi, YHUKATU MEPEIIKO Ta 30epiraTu cTablibHY TPAEKTOPIIO
pyxy. KimtouoBuM enemMeHTOM HaBuaHHS € (PyHKIisi BUHAropoam [7, 18], mo Bu3Hayvae,
K1 TIO/111 € OaKaHWMHU, a Ikl — HeOakxaHuMH. [103UTUBHI BUHATOPOIU areHT OTPUMYE 3a
HAOIM>KEHHS 0 LU, MIATPUMAHHS 3a1aHO1 TUCTaHIIli, OPIEHTALII0 Y HAIPSIMKY 00’ €KTa
abo 3a ycCIHilIHe 3aBeplIeHHs emi3ony. HeratuBHI — 3a 31TKHEHHS 3 MEPEIIKOAaMH,
BTpaTy KOHTAKTY 3 IUJLTIO a00 pyX y IPOTHICKHOMY HampsMKy. JloOpe ckoHcTpyiHoBaHa
(GyHKIIST BUHAropoau BiJIrpae BHUPIIIAIBHY pPOJNb Yy MIBUAKOCTI Ta CTAaOUIBHOCTI
HaBYaHHS, OCKIJIbKM BOHA (hOPMYE MMOBEIIHKOBY CTpATETiI0 arcHTa.

[Ipouiec TpeHyBaHHS MOMITUKY BUKOHY€EThCSI HA cTOpoH1 Python 3 BUKopucTaHHSAM
anroputMmy PPO, mo onTumizye Baru HEMpOHHOI Mepeki Ha OCHOBI 310paHOTO JTOCBITY.
AJTOPUTM MOCTYNOBO KOPUTYE IMAPAMETPU MOJIEN1, I03BOJISIOUHN ar€HTY YHUKATH P13KUX
3MIH TONITUKH Ta 3a0e3Meuyioud IJIaBHE 301IbIICHHS OYIKYyBaHOI KyMYJISTUBHOI
BUHAropoau (nuB. puc. 2.4). Y mpoiieci HaBYaHHS CHCTEMa BHKOPUCTOBYE MEXaHI3MU
OaruiB, OydepiB AOCBIly Ta TPaTIE€HTHOI ONTHUMI3aIll, sKi 3a0€3MeUyIOTh IIBUJIKY
30DKHICTH Ta MOKPAIICHHS TOBEIIHKY areHTa.

PesynbratoM TpeHyBaHHs € 30epeskeHa MOJITHKA, SKYy MOXXHA 3aBAHTAKUTU B
Unity Ta 3acTocoByBaTH y pexumi iH(pepeHCy. Y IpOMY PEXHMI areHT OuIblle He
HABYAETHCSI, & BUKOPUCTOBYE ONTHUMI30BaHy HEHPOHHY MEPEeXY IS IPUHHATTS PilllcHb
y peanbHOMYy 4aci. Lle 103BoJis€e OLIHUTH SIKICTb HABYaHHS, MPOTECTYBATH MOBEHAIHKY
areHTa y CKJIAQJHINIAX CEPENOBUINAX Ta BH3HAYWTH, HACKUIPKA BIH 3JaTHHU
aJlanTyBaTUCS 10 HOBUX CHUTYaIli}.

TakuMm dYHMHOM, MOAYJIh MAIIMHHOTO HABUYAHHS € IIEHTPAIbHUM EJIEMEHTOM
IHTEIEKTyallbHOT CUCTEMHU CynpoBoay. BiH 3a0e3neuye areHTa 37aTHICTIO HABUATUCS Ta

BAOCKOHAJIIOBATH BJIACHI HABUYKU IIUIIXOM B33€MOI[iI 3 CCPCOOBUIIICM, q)OpMYC
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CTpaTerito TOBEIIHKK Ta BU3HA4Ya€ €(EKTUBHICTh BHUKOHAHHS 3a/laqi CyNmpOBOMAY ITiNi.
[IpaBwibHE MPOEKTYBAHHS apXITEKTYpU HEUPOHHOI MEPEKi, HAJIAIITYBAHHS CEHCOPIB Ta
CTPYKTypyBaHHsI (YHKIIII BUHArOPOAH € KPUTUYHUMH (DaKTOpaMu, 110 BIUIUBAIOTH HA

AKICTh 1 CTA0UTBHICTD YCI€T CUCTEMH.

e N
Observe =»

o 4
i
~ Reward

_—

PucyHok 2.4 — [{uki HaBYaHHS areHTa

2.3 Buxopucrani inctpymenT Ta MoBH nporpamyBanns (Unity, C#,

ML-Agents, Python)

Po3pobneHHs 1HTENEeKTyallbHOT CUCTEMH cyIpoBony o0’ekta B 3D-cepemoBuiii

BUMAara€ BHUKOPHCTaHHS KOMIUIEKCY TEXHOJIOTIH, KOXKHA 3 SKUX BHKOHYE OKpEMY
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GyHKIIII0 y 3arajJbHOMY MpoIieci ToOyT0BH, HABYaHHS Ta TECTYBaHHS MOJETl. Y IIbOMY
MiAPO3/AUIi  HABEACHO OS] OCHOBHUX IHCTPYMEHTIB Ta MOB TIpOTpaMyBaHHS,
3aCTOCOBAHHUX y MeXaX CTBOPEHHS CHUCTEMH, a TaKOX OOTPYHTOBAHO iXHIO pOJIb Y
(GYHKIIIOHYBaHHI KIHIIEBOTO PIIICHHS.

bazoBum cepenoBuiieM Ui TOOY0OBM TPUBUMIPHOI CLEHM Ta peai3allii
B3aeMozii 00’ekTiB € Unity — cyuacHui irpoBuil py1iiii, 1o 3a0e3redye Bizyasizailiio,
MOJIeNIIOBaHHs (D13UKH, YIpaBIiHHSA 00’€KTaMU Ta IHTETpallif0 aJIfTOPUTMIB IITYYHOTO
iHTenekty. Unity Hajgae po3pOOHUKY HIMPOKHI CIIEKTP MOXKIMBOCTEW AJII CTBOPEHHS
ckiagHuX 3D-KOHCTPYKINH, BKIIOYAIOUM pelibed, OCBITICHHS, Marepiaiad Ta aHiMarlii.
BOynoBanuit ¢izuunuit asuryn PhysX BiamoBinae 3a KOpPEKTHY CHUMYISLIIO PYyXiB 1
31ITKHEHb, 1110 € KPUTUYHO BAKJIMBUM Yy 3a/ladyax, 1€ areHT MOBUHEH TOYHO pearyBaTH Ha
3MiHHM y cepenoBuili. Takox Unity 3a0e3neuye 3pyunuil iHTepdenc i po3MileHHS
CEHCOpIB, HAJIAIUTYBAHHS 00’ €KTIB CLIEHU Ta YNPABIIHHS LIUKJIOM CUMYJISLIII.

KimrouoBy ponp y peanmizamii moBeminku areHta y Unity Bimirpae moBa
nporpamyBanusi C#, sika BAKOPUCTOBYETHCS JJI1 CTBOPEHHS CKPUIITIB, 1[0 BU3HAYAIOTh
Joriky (YHKIIOHYBaHHS 00’€KTiB. Y pamMKax 1poro mociimkenHs C# 3acToCOByBaBCS
JUTSI OTIMCY TIOBEAIHKM areHTa y CEepeloBHUIIll — 30KpemMa, i 00poOKH Horo (piznyHux
napaMmeTpiB, 1HIIai3alii emi30/liB, HaJAIITYBaHHS CEHCOPIB Ta 3B’SI3KY 3 MOIYJIEM
mamrHHOro HauaHHS. Kon nHa C# 3abe3neuye MOXIMBICTH KepyBaHHA (DI3SUMHUMU
JSIMA areHTa, TAaKUMH SIK TIEPEeMIIIeHHs], TOBOPOTH a00 3MiHA IIBUAKOCTI, HA OCHOBI
pillieHb, 110 HAIXOAATh Bij HeHpoHHOT Mepexi. Came 3a qonomororo C# peamnizyeThes
B3aemofiss Mix Jorikoro Unity ta ML-Agents, mo [103Bojisie B peadbHOMY dYaci
OTPUMYBATH JIaH1 BiJl IOJITUKHA areHTa Ta 3aCTOCOBYBATH X J10 00’ €KTIB CIICHH.

JI7is HaBYaHHS areHTIB y MiAxoni 3 miakpimieHHsSM y Unity BUKOPHCTOBYETHCS
bperimBopk  ML-Agents, skuii 00’€IHyEe MOXJIMBOCTI BI3yaIbHOI CHMYJIAII 3
aNropuTMaMu MUOMHHOTO HaBuaHHA. ML-Agents no3Bosisie BU3HauuTH aredra B Unity,
MIJKITIOYUTH 10 HHOTO CEHCOPH, BCTAHOBUTH (YHKIIIIO BHHATOPOAM Ta peajizyBaTH

UKJ HaBYaHHS 3 BUKOpUCTaHHsAM Python-cepeposuma. Lleit ¢peitMmBopk BkiItO4ae B
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cebe roTOBI peaizallii anropuTMiB HaB4aHHs, 30kpemMa Proximal Policy Optimization,
IO JIO3BOJISIE€ IIBUAKO HAJAIITyBaTH MOZENb 0€3 HEOOXITHOCTI PyYHOrO CTBOPEHHS
HEHpoHHOI Mepexi 3 Hymd. ML-Agents mpamioe 3a NOpPUHUKAIIOM OOMIHY
noBigomieHHssMu Mk Unity Ta 30BHImHIM Python-nporiecoM, y KoMy BHKOHYETHCS
TPeHyBaHHS. 3aBASKH [bOMY PO3JUICHHIO BIAEThCS TOEAHATH OOUMCIIOBAIBHI
mokuBocTi Python Ta GPU 3 rpadiunoro cumyssiiieto Unity.

besnocepenne HaBuaHHsS MOJENl 31MCHIOEThCA 3a jnoromororo Python, skuit €
TOJIOBHOIO MOBOIO JUJIS 3allyCKy aJITOPUTMIB MAIIMHHOIO HaBuaHHs. Python 3a0e3neuye
IPOCTOTY peajizamii CKIagHUX MaTeMaTUYHUX OOYHMCIICHb, MICTUTh TOTYXHI
IHCTPYMEHTH IJI1 poOOTH 3 JaHMMHU Ta MPOIOHye Oarary ekocucteMy O1010TeK,
HEOOXITHUX 17 TIMOMHHOTO HaBuaHHSA. Y Mexax JjaHoi poOotu Python
BUKOPHUCTOBYBABCS JIJISl 3aITyCKy MPOIIECY TPEHYBAHHS areHTa, 30MpaHHsS CTATUCTUKH,
aHaji3y BUHAropojau Ta 30epexeHHs KiHUeBoi nomiTuku. Python Takox Bigirpas poib y
MOJICTTIIOBaHHI apXiTEeKTYpHu HEHPOHHOT Mepexi, 1i KoHdIrypallli Ta onTuMizalli Bar 3a
JIOTIOMOTOI0 aJITOPUTMIB MIAKPITIIICHHS.

VY nHaBuyanbHOMY Tporieci 3actocoByBaBcs (peitmBopk PyTorch [8, 11], skuii €
OJTHUM 13 HAUTOMYJSIPHIIIUX THCTPYMEHTIB /Il CTBOPEHHS Ta ONTHUMI3allli HEUPOHHHUX
Mepex. Moro mepeparoro € JuHAMiuHMI OGYHCITIOBATBHMN Tpad, IO TO3BONSE JIETKO
MOIM(DIKYBaTH CTPYKTYPY MEPEKi Ta BUKOHYBATH BiIJIATOKEHHS MOJIENI B PEAUTBHOMY
yaci. PyTorch 3abe3mneuye mBuake BUKOHAHHS OOYMCIICHb HA TpadiyHUX Mpoliecopax,
10 MPUCKOPIOE HaBYAIBHUMN TMpolec y ckiaaaHux cepenonumax. Came Ha 0a3i PyTorch
peanizoBaHo OuTbIIicTh KOMIOHEHTIB ML-Agents, 30kpema 6i06mioreky torch mms
0OYMCIIEHHS IPA/IIEHTIB Ta OHOBJICHHS MapaMeTPiB MOJEI.

VY mporueci aHamizy HaBUaHHS Ta OI[IHKU SKOCTI MOJITUKHA BUKOPHUCTOBYBAIHUCS
JIOJJATKOB1 1HCTPYMEHTH, 30kpema NumPy s poGoTu 3 MarpuisiMu Ta BEKTOpaMH,
Matplotlib ayist mobynoBu rpadikiB BUHAropoaud Ta CTaOUIBHOCTI HABUAHHS, a TaKOX

TensorBoard mist BiACTe)XXeHHSI TMHAMIKA TPEHYBaHHSA. YC1 111 IHCTPYMEHTHU JIO3BOJIUIH
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OTpUMATH MOBHY KapTUHY (PYHKIIIOHYBaHHS MOJIEJ1 Ta BU3HAUYUTHU KIIFOUOB1 TEHACHIIIT Y
npolieci HaBYaHHS.

Takum uymHOM, cykymHicTh TexHomoriii Unity, C#, ML-Agents, Python ta
PyTorch cTBOpIO€ KOMIUIEKCHY €KOCHCTEMY HJisi PO3POOKH IHTENEKTyalbHOI CHCTEMU
cynpoBony. KokeH 1HCTpyMEHT y Wi €KOCUCTEMI BHUKOHY€E cHeuu@iuHy poJib Yy
noOynoBi Mojeni Ta 3a0e3nedye y3romKeHy poOOTy BCIX KOMIIOHEHTIB CHCTEMH.
BukopuctanHs 1mMX TEXHOJOTIM Ja€ 3MOTYy CTBOPUTH €(EKTUBHY Ta aJanTHUBHY
CHUCTEMY, 3/1aTHY 10 CaMOHABUaHHS Ta ONTHUMI3allil BJIACHOI MOBEIIHKHM B YMOBax

CKJIQJIHUX TPUBUMIPHHUX CEPENOBUII (IUB. puC. 2.5).

Sensors

Gather information
from environment

Decision System
Make decisions based on
processed data

Actions

Execute chosen action

Pucynok 2.5 — Cxema (QyHKIIIi BAHAropoau y CUCTEMI CyPOBOAY

BucHoBkH 10 po3aiay 2
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Y 1mpoMmy posaini Oylio TPENCTaBICHO TOBHY CTPYKTYpPY I1HTEIEKTyalbHOT
cucTteMu cyrnpoBoay o0’ekra B 3D-cepenoBuiili, po3mIssHYTO i1 KJIIOYOBI €JIEMEHTH Ta
BHU3HAYEHO POJIb KOYKHOTO KOMIIOHEHTA Yy 3arajlbHOMYy (YHKITIOHYBaHHI CUCTeMH. byio
MOKa3aHo, M0 €(EeKTUBHICTh POOOTH areHTa 3aJieKUTh BIJl Y3TOKEHO1 B3a€MOJIIT MIXK
TPUBHUMIPHUM CEPEOBHUIINEM, CEHCOPHOI CHUCTEMOIO, MOAYJIEM MPHUHHATTS pIIICHb,
HEHPOHHOI0O MEPEXKEI0 Ta MOMAyJIeM YIpaBiiHHSA pyxoM. OcoOnuBY yBary mpuIiIeHO
apXITeKTypl MaIIMHHOTO HAaBYaHHS, fKa JO3BOJISIE areHTy HABYATHUCA ONTUMAJIbHIM
MOBEIHIII yepe3 6aratopa3oBl B3a€MOIT 31 CEPEIOBUILIEM.

Takox Oylio OXapaKTepuU30BaHO IHCTPYMEHTH Ta MOBH IIPOTPaMyBaHHS, IO
3a0e3neuytoTh (YHKIIOHYBaHHS cucteMd. Unity BHCTyIae OCHOBHOKO ILIaT(OPMOIO
MoOJIeTIOBaHHs cepenopuia, C# Bu3Ha4ae JOTIKy B3aemomii o0’ektiB, ML-Agents
3a0e3reuye MeXaHi3M 1HTerpaili HaB4YaHHS 3 IMIJIKpirUIeHHsAM, a Python paszom i3
KOMOIHAIlIST TEXHOJIOTIH CTBOPIOE THYUYKY Ta MacmiTaboBaHy 1utarGopMy s moOya10BU
IHTENEKTYallbHUX CUCTEM, 3/IaTHUX MPALIOBAaTH B YMOBaX JUHAMIYHHUX CEPEIOBHIL.

Po3pobnena apxiTekTypa Ta BUKOPUCTAHI 1HCTPYMEHTH (OPMYIOTH (yHIAMEHT
JUTSI TIOZANIBINIOT peatizallii, TeCTyBaHHS Ta OI[IHKH POOOTH CUCTEMHU, IO PO3IIISAAETHCS

y HACTYITHOMY PO3/LIIL.
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3 PEAJII3BALIIA TA TECTYBAHHA CUCTEMHA

3.1 Onuc 3D-cepenoBuina Ta napaMeTpiB CUMYJIS LIl

Peanizariiss iHTeNleKTyalnbHOI CHUCTEMHU CYNPOBOLY OO €KTAa MOYMHAETHCA 31
CTBOPCHHSI TPUBUMIPHOTO CEPEJOBUINA, Y IKOMY BiOyBAaETHCS HaBUYAHHS Ta MOMAIBIIE
TecTyBaHHs1 areHta. CepeloBuUIlle Ma€ BIANOBIAATH BUMOTraM 3ajiadi, 3abe3nedyBaTu
MOJKJIUBICTh TOYHOTO KOHTPOJIIO 3a MOBEIIHKOIO 00 €KTIB, a TAKOX MICTUTH JAOCTaTHIN
pPIBEHb CKJIAMHOCTI Juisi (pOpMyBaHHS CTIMKMX HABUYOK y areHra. Y I[bOMY IPOEKTI
cepenoBuiie O0yja0 CTBOPEHO Ha O0CHOBI pymrist Unity, 1110 J03BOJIMIO OEAHATH (PI3UUHY
CUMYIIAIII0, KepyBaHHS O0'€KTaMU Ta IHTErpaIiio 3 CUCTeMOo HaBuaHHsS ML-Agents

110 MMOKAa3aHO Ha PUCYHKY 3.1.

s L.

o®

Pucynok 3.1 — 3D-cuena Unity 3 areHTOM 1 LIULTIO

bazoro cuiern € mpoctopa piBHMHA a0 creriaabHO cPopMOBaHA TPEHYBaIbHA
apeHa, oOMexeHa cTiHaMu abo I1HIMMHU Oap’epaMu, SKI HE JO3BOJSIOTH AarcHTY

BUXOJIUTHU 32 MEXI1 CUMyJIAiii. ['eomeTpisa cepeioBuiia Moxe OyTH SIK CIIPOILIEHOI0, TaK 1
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YCKJIaJHEHOIO 3aJIeKHO BiJx eTamy HaByaHHA. Ha mouaTkoBHX eTamax 3a3BUYail
BUKOPHUCTOBYETHCSI TPOCTE CEPEJOBUINE 3 MIHIMAJIBHOI KIUIBKICTIO MEPEIIKOA, IO
JI03BOJISIE areHTy 30CEPEAUTHCS HAa OCHOBHOMY 3aBJaHHI — yTPHUMaHHI L1l B 30HI
JOCSKHOCTI. Y TONANBIINX 1TepallisiX cepeloBuile Moxke OyTu 30araueHe pyXOMUMHU
ab0 CTaTMYHUMHU TIEPEIIKOJaMH, €JIEMEHTaMH penbedy, HEPIBHOCTIMU Ta JT0IaTKOBUMU
00’exTaMu, 1m0 30UIBIIYIOTh CKJIQJHICTh HABYAHHS Ta CIPUSIOTH Kpallliid TeHepati3amii
MOBE/IIHKU areHra.

KirouoBrMu 00’ €KTaMu CEpEIOBHIIA € AreHT, 10 BUKOHYE 3aBJaHHS CYIPOBOLY,
Ta WIiJIb, 32 sSKOoO BiH chigye. Ll Moke Marh SK CTaTMYHE ITOJIOKCHHS, TakK 1
JUHAMIYHY TPAEKTOPIIO PyXy, sIKAa BU3HAYAETHCS BUIIAJKOBUM a00 3alporpaMoBaHUM
aNrOpuTMOM. Y CKJIAQIHINIMX CIEHAPIAX TPAEKTOPIS LI MOXKE BKIIOYATH PI3Ki 3MIHU
HaIpsIMKY, HEpIBHOMIpHE MPUCKOPEHHSI a00 PyX Yy PI3HMX IUIONIMHAX, IO JOAA€E 3a7adl
peaNiCTUYHOCTI Ta CIPUSIE MIABUIICHHIO €()EKTUBHOCTI HABYAHHS areHTa.

dizuuHi napaMeTpu cepeaoBuIa BU3HAYAOTHCS KOMIIOHEHTaMHU,
HajamToBanuMu y Unity. [[ns kokHOro 00’€KTa 3a/1al0ThCs Maca, KOe(MIIiEHTH TepTs,
O0OMEKEHHSI IIBUAKOCTI, IHEPLIs Ta 1HII XapaKTEPUCTUKH, K1 BIUTMBAIOTh HA MTOBEAIHKY
mij yac pyxy abo 3iTkHeHb. HasgBHICTH (PI3MYHO KOPEKTHOI CUMYIAIII € Ba)KJIMBOIO,
OCKUIbKM BOHa 3a0e3leuye Y3TrO/KEHICTh i areHTa Ta BU3HA4Ya€, HACKUIBKU MOTO
MOBE/IIHKA Oy7ie BIJMOBIAATH OUIKYBaHUM 3aKOHAM PYXY.

OxkpeMe Miclie B CTPYKTypl CEpelOBHUIIA 3aiiMalOTh CEHCOPHI CUCTEMM areHra.
Jlis BUSABIEHHS TEPEHIKOA Ta aHamily OTOYEHHS BHKOPHCTOBYIOTHCS IPOMEHEBI
cencopu (Ray Perception Sensors), 3marHi BH3Ha4aTH BiJCTaHI N0 OO0’E€KTIB Ta
po3mizHaBark ix TUNM. CEHCOpU pPO3TANIOBYIOTHCS MiJ PI3SHUMHU KyTaMU JTOBKOJIA
areHra, 1o 3abe3meuye oA y IMHUpPoKoMy mpocTtopi. Kpim Toro, areHt orpumye
1H(opMallio MPo BIACHY IIBUJKICTh, OPIE€HTAIIIIO, MOJOXKEHHS Ta HAINIPSMOK PyXy I,
AK1 (POPMYIOTh KOMIUIEKCHUI BEKTOpP CTaHy — OCHOBHUU BX1J JIJIs1 HEHPOHHOT MEPEXI.

Jlns 3a0e3neueHHs] CTaOUIBHOCTI Ta MOBTOPIOBAHOCTI CHMYJISIIM KOXKEH €301

HAaBYaHHA IMOYMHAETHCA 3 IICPC3aIlyCKy CCPpCAOBUIIIA. ITouarkoBi HOSI/IHﬁ arcHra Ta HiJIi
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MOXYTh 3a/JaBaTHCSl BUMAJKOBHM UYWHOM Yy MEXKax BU3HAYEHOi 30HM. Takuil Miaxif
CIpHsi€e YHUKHCHHIO HaJMIPHOTO MPHCTOCYBaHHS areHTa JI0 KOHKPETHHX CIICHApIiB Ta
dbopMye 3araibHINII HaBUYKH CYMPOBOMY. TPUBAICTh €Mi301y OOMEXKYETHCS TEBHOIO
KUTBKICTIO KPOKIB. SIKIIIO areHT yCHIIIHO YTPUMYE IIiJIb y 30HI CyHpOBOAY MPOTITOM
BHU3HAYEHOro yacy abo HaBMaKW — BTpavae ii, €mi30]] MEpEepUBAETHCA, 1 HABYAHHS
MEPEXOAUTH 10 HACTYITHOI 1Teparlii.

3amaya cynpoBOAYy PYXOMOro 00’€KTa B TPUBHMIPHOMY CEPEIOBHUII y Mexax
IaHOi POOOTH PO3MIAJAETHCSA SK 3aJada HaBYAHHS 3 MIAKPIIUICHHSM, sIka MOXe OyTH
dbopMamizoBaHa y BUIVISAI MapKOBCHKOTO MPOIECY MPHUHHATTS PIIICHb 13 YaCTKOBOIO
crocrepexxyBanicTio (Partially Observable Markov Decision Process, POMDP). Taka
dbopMmamizamiss € OOTPyHTOBAHOI, OCKIIBKM areHT HE Ma€ JOCTYIy JO TIOBHOTO
100aJbHOTO CTaHy CEepelOoBHINAa Ta 3MYLIEHUHW NpUMaru pilleHHS Ha OCHOBI
00MeKEeHOTO HAOOPYy JIOKAIBHUX CEHCOPHHX CriocTepekeHb. CTaH cepeoBHIa B KOXKEH
MOMEHT 4Yacy BHM3HAUA€ThCA CYKYMHICTIO MapaMeTpiB, IO XapaKTepPU3YIOTh B3a€MHE
MIPOCTOPOBE TMOJIOXKEHHSI areHTa 1 1T, iXHIO JUHAMIKY, a TAaKOX JIOKaJIbHY 1H(POpPMAIIito
PO HaBKOJIMIIHI nepemkoan. J{o ckiaay BeKTOopa CTaHy BXOASTH BIIHOCHI KOOPAMHATH
T, HampsIMOK pyXy areHra, WOro JiHIWHA IIBUIKICTb, OpIEHTAIlsl B MPOCTOPI Ta
pe3yapTatd poOOTH CEHCOPHOi mMijcucTeMH. Taka CTpPYKTypa cTaHy 3abe3nedye
JOCTaTHIO 1H(OPMATUBHICTH i ()OPMYBaHHS KEPYIOUHX pillleHb 0€3 BUKOPHUCTAHHS
100aabHOI KapTH CEpeloBHUINA, IO BIAMOBIIAE PEATICTUYHUM YMOBaM aBTOHOMHOTO
CYIIPOBO.Y.

IIpocrip niifi areHTa BH3HA4YCHO SK OE3IMEpPEpPBHHM, IO BIAMOBIJIAE 3ajadyam
KEpYBaHHS pyXoM Yy (I3UYHO KOPEKTHOMY TpHUBUMIpHOMY cepepoBuimi. Jlii
IHTEPIPETYIOThCA SK TMapaMeTpu KepyBaHHS, 30KpeMa 3MiHAa HampsSIMKy pyxy Ta
IHTEHCHBHOCTI TiepeMillleHHs. BukopucTanHs Oe3nmepepBHOTO MPOCTOPY I J03BOJISE
YHUKHYTH KBaHTYBaHHS KEPYIOUHX CHUTHAJIIB, XapaKTEPHOTO IS JUCKPETHUX MOJIETICH,
1 3a0e3neuye (opMyBaHHS TIAaBHOI Ta CTaOUTbHOI TpaekTopii pyxy areHTta. DyHKIisS

Mepexo/iiB MK CTaHaMH HE 3aJIa€ThCs aHATITUYHO, a Peasi3y€eThCs uepe3 MeXaHi3MU
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¢i3uunoi cumynsamii cepenoBuima Unity. HoBuii cTaH areHTa BM3HA4Ya€TbCs HE JIMIIE
00paHoI0 Ji€10, a ¥ AMHAMIKOIO PYXY LI, B3aEMOJIEI0 3 MEPEIIKOAaMH, 1HEPIIHHUMU
BIACTUBOCTSIMU 00’€KTIB Ta mapameTpamu ¢izuyHoi moxeni. Taka HemiHiiHA
3aJIEKHICTh YCKIIQJHIOE MPOIIEC HABYAHHS, MPOTE Crpusie (OpMyBaHHIO OUIBII CTIHKOI
Ta y3arajJbHEHOI MOBEIIHKH areHTa.

OyHKIlIS BHHATOPOAU BH3HAYA€ IIJIb HaBYAHHS Ta QopMmMye KpuTepii OakaHoi
NOBEIIHKM areHTa. Y 3arajbHOMY BHIJISA[l BOHA CHpPSIMOBaHA HA 3a0XOYCHHS
CTa0LILHOTO CYIpPOBOAY Il 3 MIATPUMAHHSAM ONTUMANbHOI JUCTAHINi, a TAKOX Ha
MIHIMI3aIlil0 HeOe3neyHuX a00 Hee(hEeKTUBHUX [Iii, TAKUX K 3ITKHEHHS 3 TIEPEIIKOIaMH
a6o pizki maHeBpu. dopmanizaris 3agadi y Bunisini POMDP no3Bonsie 3actocyBatu
aNTOPUTMH TIMOMHHOTO HaBUaHHS 3 MIAKPIIUICHHAM A7 (OpMyBaHHS aJanTHBHOI
MOJIITUKY KEPYBaHHS B yMOBaX HEBU3HAUYEHOCTI Ta YACTKOBOI CITOCTEPEKYBAHOCTI.

Ha 3aBepmranpHOMy eTami BHKOHYIOThCS HamamrtyBaHHS ML-Agents, ski
BU3HAYAIOTh YaCcTOTy HaJCWIaHHS gaHuX 10 Python-mpomecy, mapamerpu cumyssiii,
po3Mip OaTdiB, TpUBaJIiCTh Oydepa JOCBILY Ta 1HII MapaMeTpH, IO BIUIUBAIOTh Ha
AKICTh HaBYaHHS. Bci 111 KOMIIOHEHTH B CYKyNHOCTI (DOPMYIOTh OCHOBY JJIsI KOPEKTHO1
poOOTH CHUCTEMH Ta TOJAIBIIOTO TPEHYBAaHHS areHTa y CepeAOoBHINI. TaKuM YHUHOM,
ctBopeHe 3D-cepepoBuiie 3a0e3nedye  BIAMOBIIHUNA  piBEHb CKJIATHOCTI  Ta
PEaTICTUYHOCTI, KWW € HEOOXiTHUM JyIisi MOOYIOBU aJalTUBHOI MOJENI CYIPOBOJLY.
BoHo n03BossiE areHTy B3aeMOiSITH 3 00’ €KTaMU, aHaIi3yBaTh OTOYEHHS Ta MOCTYTOBO

(opMyBaTH ONTUMAJIbHY MOBEIIHKY 3aBASIKA MEXaH13MaM HaBYaHHS 3 MIIKPIIJICHHSM.

3.2 Peanizauis arenra cynposoay B Unity ML-Agents

Peamizamiss areHra, 34aTHOTO CYNpPOBOKYBaTH IUIb Y TPUBUMIPHOMY
CEPENOBHIIII, € IIEHTPATHHUM €TarlOM CTBOPEHHS 1HTENIEKTyaabHO1 cucTemMu. CaMe areHT
BUCTYTA€ aKTUBHUM €JIEMEHTOM CUMYJISAIIII, sSIKUU TpUIIMAE pillIeHHs, pearye Ha 3MiHU B

OTOYCHHI Ta HABUYAETHCS qcpe3 B33€MO,Z[iI-O 3 HUM. Y Mexax Ob50ro ,Z[OCJIiI[}KCHH}I arcHT
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Oynmo peanizoBaHo 3a gomoMoroio ¢peitmBopky Unity ML-Agents, mo Hazgae
IHCTPYMEHTH /IS IHTerpailii NMMOMHHOTO HaBYaHHS 3 MAKpiIuieHHsIM y 3D-cepenoBuiie
(nuB. puc. 3.2).

[Tepmmm kpokoM y po3poOlii areHTa CTajo BU3HAYEHHS MOro (PyHKIIIOHAJIBHUX
MOXJIMBOCTEH. ATEHT TMOBMHEH BOJIOAITH 3JaTHICTIO MEpecyBaTUCs Yy MPOCTOpi,
3MIHIOBAaTH HANPSIMOK PYXY, PETYIIIOBATH MIBUIKICTh Ta CBOEYACHO pPearyBaTH Ha TIOSIBY
nepemkon. Jist mporo y Unity Oyno cTBOpeHO creriadbHuil mpedad areHra, sSKUi
MmictuB KoMroHeHTH Rigidbody nns ¢i3uunoi cumynsuii, Collider nns oOpoOku
3ITKHEHb Ta Ha0lp CEHCOpiB, MO0 34YUTyBalu I1HQOpPMAII0 3 HABKOJIHMIIHbOTO
cepenoBuia. CeHCOpHa cHUCTEMa BKJIIOYalia K NOpsiMi MPOMEHEBI CEHCOpH, TaK 1
YUCJIOB1 JIaHI MPO TO3WINI0 Ta IMBUAKICTH I, IO JO3BOJSJIO areHTy OTPUMYBATH
MOBHOI[IHHY KQpTUHY OTOYEHHSI.

[ToBomxkennss areHta Bu3HadaeTbcsi meronoM CollectObservations, y sgxomy
bopMyIOTBCS BCl BXIAHI JaHI i1 HEHpOHHOI Mepexi. Jlo TakumxX JaHUX BXOMSTHh
KOOpJMHATH areHTa W I, BIJCTaHb O IUT, KyT MDK HalpsSMKOM pyXy areHTa Ta
MO3UINEI0 1T, BEIMYMHA TOTOYHOI IIBUIKOCTI, @ TakoX 1H(OpMAIlis MpO HAsBHICTDH
MEPEeIIKol Y KUTbKOX HampsiMkax. L1 mani ¢opMyroTh BEKTOp CTaHy, KU OJAETHCS Ha
BX1J] MOJIITUKM areHTa Ta BHU3HAaya€e Moro nmomemiHky. J[yig cTaOlIbHOCTI HaBYaHHS BCl
naHi OyJId HOpMaJli30BaHi /10 yHI(IKOBAHOTO Jl1ala3oHy.

HactynHum eramoMm crama peanizaifii CHUCTEMU TMPUNUHATTSA pIllleHb, IO
BHU3HAYaJIa /il areHTa B CEpPEeAOBUIII. Y BHUMAAKY 3a/adl CylnpoBoay OyjI0 BUKOPUCTAHO
Oe3mepepBHMI MPOCTip JAiii, OCKUIbKY areHT MOBUHEH MAaTH MOXJIMBICTh 3MIHIOBATH SIK
BEJIMYUHY, TaK 1 HampsMOK pyxy. Jlii Oyau mpeacTaBiieHi HAOOPOM YHUCeN 3 Jlana3oHy
[-1; 1], sxi BiAMOBigATHM, HATPHUKIIAA, TOPU30HTAIILHOMY Ta BEPTUKAILHOMY ITOBOPOTY, a
TakoX MpuckopeHHo. ¥ meroni OnActionReceived 111 3HaueHHsI IEpeTBOPIOBANIUCS HA

¢13uuHI cunu abo obepTanbH1 IMIYJIbCH, sIK1 3acTocoByBanucs 10 Rigidbody arenra.
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Pucynok 3.2 — 3D-cuena Unity 3 cynpoBogy ML-Agents

Oco0nuBy yBary Oyf0o MPUAUIEHO PO3poOIl (PYHKIIT BUHATOPOAM, fKa BiAirpae
BUpIIIANEHY PONb y (OpMyBaHHI OBEAIHKM areHTa. byiao BU3HAYeHO KijibKa KIFOUOBUX
NPUHLIMIIB: areHT OTPUMY€ IO3UTHBHY BHHAropojy 3a HaOMMKEHHS 10 LIl Ta
MIITpUMaHHS il B 30HI CYNPOBOAY, a Takoxk ITpadu 3a CHOpoOH pyxaTucs Yy
MPOTHIIKHOMY HAINpsIMKY, 31TKHEHHS 3 MepeIIKoiaMu ado 3aHaJTO BEJIMKE BlJIaJICHHS
Bil 00’exrta. [omarkoBi mTpadu BBOAWIKMCS Y BHUIIAJKAX, KOJIM areHT HAATO PI3KO
3MIHIOBaB HaMpsIMOK a00 IEMOHCTPYBAaB HECTIHKY MOBEAIHKY. Taka cucTeMa BUHAropoJ
CTUMYJIIOBaJIa areHTa J0 IIaBHOTO, IPOTHO30BAHOTO Ta CTAOUIBHOTO CYIPOBOTY.

Peasizariist areHTa TakoXX BKIIFOUajia HaJdallTyBaHHS ITUKIY emizoaiB. Ha moyarky
KOXXHOTO €Mi30[y areHT Ta Iiib 1HII[lani3yBajJucs Yy HOBUX BHUMAJKOBUX IMO3HUIIAX, 110
crpusio GOpMYyBaHHIO y3arajlbHEHUX CTPATETii, a He MPUCTOCYBAHHIO 10 KOHKPETHOIO
cueHapiro. Emizon 3aBepiiyBaBcsi y KUIBKOX BHMAQJKax: KOJIM areHT YCIHIIIHO

CYIPOBO/)KYBaB LLJIb BU3HAUEHUN Yac, KOJMM BTpayaB I 3 Mojis 30py abo Koiu
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3MIMCHIOBAB 31TKHEHHS 3 IEPEIIKOA0I. Takuii MexaHi3M J03BOJISB areHTY IOCTIHHO
OTPUMYBATH 3BOPOTHHIA 3B’SI30K Ta BJOCKOHATIOBATH CBOIO TIOJTITHKY.

[Ticns 3aBepiieHHs HaTAMTYBaHHS TOBeAIHKK areHTa B Unity Oyno chopMoBaHO
koHpirypamiinuii Qaitn g ML-Agents, skuii onucyBaB mapamMeTpu TPEHYBAHHS:
po3Mip Oydepa AOCBITY, KUIBKICTh CEPEIOBUII JJI MapaJieIbHOTO 3aIyCKYy, IBUAKICTh
HaBYaHHS, KoedimieHTH eHtpomii Ta iHm rinepnapametrpu PPO. Hasuanus
BUKOHYBasiocst B Python, je areHT npoxoauB THCsYI 1Tepallii, TOCTyNMOBO 301IBITYIOUN
KyMyJIITUBHY BHUHAropoay. Y TIpoleci TpEeHyBaHHS BHKOPHUCTOBYBAIHCS 3acoOu
Bi3yastizallii, 1o J03BOJISIM BIJICTS)KYBAaTH JWHAMIKY HaBUYAaHHS Ta IMOPIBHIOBATH Pi3HI
BepCii MOJITUKH.

Pesynprarom peamizaiii cTajia TOBHOLIHHA MOJAENTb areHTa, 3JaTHOTO
CYyNpOBODKYBATH IITh 13 BHUCOKOK CTAOUIBHICTIO Ta TOYHICTIO. ATEHT HABYUBCS HE
JMILIE pearyBaTh Ha MO3MIMIO 111, a i IPOrHO3YBATH il MOBEAIHKY, YHUKATH MEPEIIKOA
Ta MiATPUMYBATH ONTUMAJBLHY JAUCTAHINIO. Y Takuil crocio Oylio JOCATHYTO OCHOBHO1
METH peani3alii — CTBOPEHHS Y3TO/KEHOi, peasli30BaHOi Ta TPEHOBAHOI CHUCTEMHU
CYIIPOBO.Y.

3 1HXKEHEPHOI TOYKHU 30pYy pO3pOOJIEHUI areHT CYNPOBOIY peasli3y€ KIaCHYHY
apXITEKTypy «CHPUUHATTA — MNPUUHATTA PILICHHS — Jdish», A€ KOXKEH eTal YiTKO
BIJIOKpEMJICHUI 1 BHUKOHY€ BiacHy (yHKIi0. Takuii MO J03BOJISE aHAIi3yBaTH
MOBEAIHKY areHTa He JMIIe 3 TOYKH 30py KIHIIEBOTO pe3yibTaTry, a ¥ 3 MO3uIlli
BHYTPIIIHBOI JIOTIKA (POpMyBaHHS Kepyrouux pimeHb. CeHcopHa mijacucreMa (hopMmye
YaCTKOBO CIIOCTEPEXKYBAHUW CTaH CEPEJOBHILA, IO CYTTEBO YCKIATHIOE 3aJauy
HABYAHHS MOPIBHSHO 3 YMOBAaMHU MTOBHO1 CLIOCTEPEKYBAHOCTI. ATEHT 3MyILIEHUN POOUTH
BHUCHOBKH TNPO TI00aIbHY KOH(ITypallio CIEHH Ha OCHOBI JIOKAJbHUX BUMIPIOBAHb, 10
HAONMMKy€e MOJENb 10 peajbHUX CIIEHApiiB aBTOHOMHOTO CYIpPOBOAY, /€ JOCTYH 0
NOBHOI 1H(pOpMaLlli € HEMOKIIUBUM.

Hetiponna momituka, HaB4YeHa 3a anroputMoMm Proximal Policy Optimization,

BUKOHYE POJIb MOJYJISl MPUUHATTS PIllIeHb 1 BIJTOBIAa€ 3a GopMyBaHHS O€3MepepBHUX
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KEepPYIOUUX CHUTHANIB. BaXIMBUM acmekToM € Te, M0 MOJITUKA HE omnepye (Ppi3udHuMU
BeIMUYMHAMHM  Oe3mocepeaHbo, a (opMye HOpMadizoBaHi  [ii, SKI  3T0JAO0M
TpaHC(HOPMYIOThCS y (i3UYHI BIDTUBA HAa 00’€KT areHTa. lle mo3Boisie BiOKpEMUTH
npolleC HaBYaHHS BI1J KOHKPETHUX MapaMmeTpiB (izuuHoi mozeni. Pi3uuHa peanizarfis
pyxy uepe3 komnoHeHT Rigidbody BUKOHY€ posib TPOMIXKHOT JJAHKH MK a0CTpaKTHUMHU
TiSIMH TIOJITUKH Ta PEajJbHOI0 JAUHAMIKOIO 00’€KTa y CcepeoBHINl. Takuil Imiaxina
3MEHIITy€e pU3UK (opMyBaHHS HEDI3UIHUX a00 HECTAOILHUX TPAEKTOPIH Ta 3a0e3neuye
y3TOPKEHICTh MOBEAIHKHM areHTa B yMOBaxX CHUMYJILIl. BiZMOBa Bij KOPCTKO 3aJaHUX
NpaBWJI KEPyBaHHS Ta KIACUYHUX AJITOPUTMIB HABITAIlll € MPUHIIUIIOBUM MPOEKTHUM
pillIeHHSIM. YC1 acleKTH TOBEAIHKM areHTa (OpPMYIOThCS BHKJIOYHO B IIpOIIECi
HABYAHHS, 10 3a0€3Meuy€e BUCOKY aaTUBHICTh CUCTEMHU Ta MOXKIIUBICTh MIEPEHECCHHS
chopMoBaHUX CTparerii Ha HOBI KOHQIrypaIlii cepenoBuIna 6e3 He0OX1THOCTI PYUYHOTO

BTPYYaHHS.

3.3 TectyBaHHSI, aHAJII3 NOBEIHKHU TA OL[iIHKA TOYHOCTI CYyIIPOBOXY

[Ticnst 3aBepiieHHsT €Tany HaBYAHHS BUHUKA€ HEOOXITHICTH OIIHUTH, HACKITBKH
e(eKTUBHO areHT BHUKOHY€ MOCTAaBJCHE 3aBIaHHS y PI3HUX YMOBax. TecTyBaHHS €
KJIFOUOBUM KPOKOM, OCKUIBKM CamMe€ BOHO J03BOJISI€E BU3HAYUTU SIKICTh BUPOOJICHOI
cTpaTerii, IEepeBIpUTH 3/aTHICTh arceHTa JO ajanTallii Ta OLIHUTH CTaOUIBHICTH
MOBEIIHKM B YMOBax, fKi HE 3yCTplyalucs Mij 4ac HaBYaHHA. Y MeXKax IPOBEIECHOTO
TOCHIKEHHST OyJ10 pO3pO0JIEHO IEKIIbKA CLIEHAPIiB TECTYBaHHSI, IO OXOIUTIOBAJIM Pi3HI
PIBHI CKJIQJIHOCTI CEPEIOBHIIA Ta TTOBEAIHKOBI MOEII L.

[lepmmm eranom TecTyBaHHs OyJia OL[iHKAa POOOTH areHTa y CepeIOBHILI, B IKOMY
BiH ITPOXOJWB HaBYaHHA. l{e J03BONMIIO BU3HAYNTH, HACKUIBKH CTIMKO are¢HT BiITBOPIOE
HaOyTy MOBEMIHKY Yy Jo0pe 3HalloMMX yMmoBaxX. Y XOai TaKUX TECTIB areHT
JEMOHCTPYBaB CTAaOUIBHUI CYNpOBiA LIl 3 MPaBUJIBHUM BUOOPOM HAIPSIMKY PYXY,

CBOEYACHOIO PEAKIi€l0 HAa 3MIHM TIOJOXKEHHS O0’€KTa Ta 3[aTHICTIO MiATPUMYBATH
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ONTUMAJIbHY JHCTaHI[I}0. ATEHT BIICBHEHO 3MEHIIYBaB BIJACTaHb A0 IMUT Tichs i
NEePEMINICHHS, KOPUTYBaB TPAEKTOPIIO PyXy Ta YHUKAB PI3KUX 3CYBIB, IO CBIAUMIIO MPO
(bopMyBaHHA y3rOIKEHOI MOMITUKHU (IuB. puc 3.3).

Ha mHnactynmHoMmy erami Oyllo MNpPOBEACHO TECTYBaHHS Y MOAM(IKOBAHOMY
CepeloBUIII, SIKe MICTWIIO JOJATKOBI mepemkoau. Lle Oynu sik ctaTuuHi 00’ €KTH, TakK 1
pYXOMi €JIEMEHTH, 10 CTBOPIOBAJIM CKIAIHINI CcleHapii B3aeMomii. ATEHT
MPOJIEMOHCTPYBAB 3[aTHICTh KOPUT'YBaTH CBOKO TMOBEIIHKY BIJMOBITHO JI0 TeOMETpii
CLEHU: BiH YHUKAB 31TKHEHb, KOPEKTHO 00’ TKJKaB MEPEIIKOIM Ta 30epiraB Opl€HTALIIO
Ha IIJTb HABITh Yy CKJIAJHUX yMOBaX. Y JESKHX BHUIAJKaxX CIOCTEpiraiocs TEBHE
30UIBIICHHSI Yacy JOCSTHEHHS I, 10 € TPUPOJHUM HACTIIKOM ITiJIBUIIICHHS
CKJIQJTHOCTI CEpeloBUINA, ajie MPU [bOMY 3arajbHa CTPATETis 3aJIMIIAIach CTaOUTLHOIO

(muB. puc. 3.4).

Reward

o N B~ O O O

Steps

Pucynok 3.3 — JluHamika cymapHOi BUHAropojIy Iij] 4ac HaBYaHHS
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Pucynok 3.4 — Policy Loss / Value Loss mix yac TpeHyBaHHS

JlonatkoBo OyJi0 MPOTECTOBAHO TMOBEIIHKY areHTa 3a yMOB, Y SIKUX IUJIh pyXajacs
3a OUIBII HemepeadadyyBaHUMM a00 CKJIAIHIMIMMH TPAEKTOPIAMHU. Y TaKUX CIEHApIsaX
LJIb MOIJIa 3MIHIOBaTH HAIPSIMOK PyXy 3 BEJIMKOIO YacCTOTOO, PI3KO MPUCKOPIOBATHCS
a0 mepeMillyBaTUCS Yy MPOTHUICKHOMY HANpPsMKY. ATEHT 37eOUIBIIOT0 YCIIIIHO
pearyBaB Ha Taki 3MiHH, TIOCTYITIOBO KOPHUTYIOUH CBiH IIJISX Ta HAMAralodYuch 3MCHITUTH
BIJICTaBaHHs. Y CUTYyallisX 13 Jy>K€ BUCOKOIO JMHAMIKOIO PYXy 1HKOJHM CHOCTEpIrasocs
THMYacoBe 30UIBIICHHS IUCTAHIlT M) areHTOM 1 IIJUII0, MPOTE€ CUCTeMa BHHAropoj
CTHMYITIOBAJIa areHTa MaKCUMAJIbHO IIBUKO CKOPOYYBATH IO AUCTAHIIIIO.

O1iHIOBaHHS TOYHOCTI CYNPOBOMY 3AIMCHIOBAJIOCS Ha OCHOBI  KUIBKOX
noka3HukiB. OCHOBHUM KpuTepieM Oyna cepeaHsi BiICTaHb [0 Wi, SKy areHr
OIATPUMYBAaB MPOTATOM emi3oay. Takoxk aHamizyBanacsi KUIbKICTh 3iTKHeHb i3
nepemKoIaMu, 4Yacrora BTPATH KOHTAKTY 3 MIJUII0, TPHUBAJICTH YCHiIIHOTO
CYNPOBOAY Ta KYMYJATHBHA BHHAropojaa, OTpHMaHa 3a €mi3oA. 3a pe3ylbTaTaMu
TECTyBaHHS areHT JOCAT CEPEIHHOTO 3HAUYCHHS BIJICTaHI, 110 CBITYUTH MPO CTAOUIbHY Ta
e(eKTHBHY MOBEAIHKY y OUIBIIOCTI crieHapiiB. KUIbKICTh 31TKHEHB OyJia MiHIMAJIBHOIO,

0COONMBO y CepeloBUIIAaX, Kl BIAMOBIOAIM yYMOBaM HaB4YaHHs. BTpara KoHTakTy 3
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LULTIO TPaIuisiacs MepeBakHO Yy BUIMAJKAX 3 Ty>KE CKJIATHOIO TPAEKTOPIEIO PyXy, OJHAK
HaBiTh Y TAKUX BUMAJKAaX areHT HAMarapcs IIBUIKO BiJTHOBUTHU CYIPOBI/I.

OxkpeMi eKCIEpUMEHTH TPOBOJWIIKCS IS Bi3yallbHOTO aHaJi3y MOBEAIHKA
arenra. Criocrepiranocsi, ik BiH pearye y pexuMl pealbHOTO 4acy Ha 3MIiHY MO3HUIIii
iTl, sIK OOXOIWTh MEPEelIKOAM Ta sK oOupae Tpaekropito pyxy. Lli crnocrepexeHHs
MiATBEPIMIN, 10 areHT HE JIMIIE MEXaHIYHO CJIAy€ 3a HAWKOPOTIIMM IIUISIXOM, a U
JEMOHCTPY€E aJanTUBHY IMOBEIIHKY, 110 J03BOJiA€ €(EeKTUBHO MpPAILlOBAaTH HAaBITh Yy
HEOY1KYBaHHUX CUTYaLIsIX.

VY uinomy pesyiabTaTd TECTYyBaHHS IOKa3alld, LI0 po3pobiieHa CUCTeMa 3/aTHa
3a0e3mneuyBaTl BHCOKHI pIBEHb TOYHOCTI CYHOpOBOAY OO’€KTa y TPUBUMIPHOMY
CEpEeOBHILl, aanTyBaTUCS JO 3MIHHHUX YMOB Ta JIEMOHCTPYBATH CTiHKYy MOBEIIHKY Y
pi3HUX cleHapisx. 1le cBITYuTh Ipo YCIIIIHE 3aCTOCYBaHHS aJrOPUTMIB HaBYAHHS 3
HIKPIIIIEHHSAM Ta €(DEKTUBHICTH TOOYIOBAHOI apXITEKTYPH 1HTENEKTYalIbHOT CUCTEMHU.

[IpoBenene TtecTyBaHHS A03BOJISIE PO3IVISAATH IOBEAIHKY areHTa He JHIIe 3
MO3UIIT JOCATHEHHS Il CyHnpoOBOAY, a ¥ 3 TOYKH 30pY 3AATHOCTI TOJITHKH 0
y3arajgpHEHHS. YcminHe (pyHKI[IOHYBaHHS areHTa y Moau(iKOBaHUX CEPEIOBHILAX Ta 32
YMOB 3MIHEHOi AMHAMIKH Il CBIAYUTH TPO Te, MO chOpMOBaHA CTpATEriss HE €
KOPCTKO TIPUB’SA3aHOI0 JO KOHKPETHHUX CIICHApiiB HaBYaHHsS. 3pOCTaHHS dYacy
JOCSTHEHHS IUTI y CKIAAHIMMX KOHQITypalisX CepeoBHINa € O4iKyBaHUM €()EKTOM 1
HE CBIIYMTH MPO Jerpajaiiro MoiaiTuku. HaBmaku, 1€ IEMOHCTpy€e KOMIIPOMIC MIXK
MIBUAKICTIO pyXy Ta OE3MEYHICTIO TPAEKTOpIi, SIKWH areHT HaBYMBCS BPAXOBYBaTH B
npolieci NPUUHATTS pillleHb. AHaJi3 METPUK TECTyBaHHS IMOKa3ye, IO areHT 3JAaTHUN
HOiATPUMYBATU CTAOUIBHUI CYNpOBi y OLIBIIOCTI CIEHApiiB 0€3 CyTTEBOrO 3pOCTAHHS
KUTBKOCT1 31TKHEHb a00 BTpAT KOHTAKTy 3 HULTIO. e miaTBepaKye y3romKeHICTh MiX
(GYHKIIE€I0 BUHATOPO/M, TIPOIIECOM HABYAHHS Ta PEabHOIO MOBEIIHKOI areHTa mija Jyac
BUKOHAHHS 3aj1a4l.

TakuMm unHOM, pe3ynbTaTH TECTyBaHHS MIATBEP/DKYIOTh, WLI0 po3poldiieHa

IHTeNIeKTyaJbHa CHUCTeMa CYINPOBOAY BOJIOJIE€ JTOCTAaTHIM pPIBHEM aJalNTHUBHOCTI Ta
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CTIHKOCTI 111 poOOTH B JUHAMIYHOMY TPUBHUMIPHOMY CEpeIOBHINI, a C(HOpMOBaHA
NOJIITUKAa MO)Ke OyTH BHKOpPHCTaHa SK OCHOBA JUIS TOJAJIBIINAX JIOCTIHKCHD 1

PO3MIMPEHHS PYHKITIOHAIBHOCTI CHCTEMH.

BucHoBku 10 po3aiay 3

VY tperbomy po3aim Oyino peanrizoBaHO IHTEIEKTYaIbHOTO areHTa CYIIpOBOIY Ta
CTBOPEHO TPUBHUMIPHE CEPENOBHUILE JIs1 HOro HaBYaHHS 3 BUKOpUCTaHHAM pymiist Unity
Ta ¢peiiMBopky ML-Agents. Onucano mnpoiiec NoOyJOBM CIEHM, HaJalITyBaHHS
napaMeTpiB CHUMYJISII, CEHCOPHOI MiJICUCTEMH Ta MEXaHIi3My B3a€MOJIl areHra 3
CEPEIOBHIIIEM.

VY xoni HaBUaHHS areHT HaOyB 3[aTHOCTI €(PEKTUBHO CYIIPOBOIKYBATH PYXOMY
b, MIATPUMYBATH ONTUMAJbHY JIMCTaHIIIO, KOPUTYBATH HANPSMOK pyXy Ta
ajanTyBaTucs 10 3MiH moBeAiHKH 1Il. IIpoBeaeHe TecTyBaHHS TOKas3aio, IO
chopmoBana moyiTHKa 3abe3rnedye CTaOUIbHY Ta Y3TOIKEHY TOBEIIHKY arceHTa B
YMOBax pi3HOI CKJIaJHOCTI CEpEIOBHIIIA.

OTpuMaHi pe3yabTaTd MiATBEPIKYIOTh KOPEKTHICTh peajizalii CHCTeMH Ta
CTBOPIOIOTH OCHOBY ISl TTOAJBIIOTO €KCIIEPUMEHTAIBLHOTO aHaJi3y Mpollecy HaBUaHHS
1 OLIHIOBaHHS €(EKTUBHOCTI POOOTH IHTEJICKTYaJIbHOI CUCTEMHU CYHPOBOAY, IO OYyi0

PO3IIISTHYTO Y HACTYITHOMY PO3/ILTI.
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4 EKCIEPUMEHTAJIBHI JOCJ/IIKEHHA TA AHAJII3
PE3YJILTATIB HABUAHHS IHTEJIEKTYAJIBHOI CACTEMHU
CYIIPOBOOY

4.1 AHaJji3 TMHAMIKHM KyMYJSITUBHOI BUHATOPOJU AT€HTa CYNPOBOLY

KymynstuBHa BUHaropoga € OAHUM 13 KJIIOUOBUX IHTErPajbHUX TMOKa3HHKIB
e(eKTUBHOCTI HaBUYaHHS areHTa B 3a/1a4aX HaBYAHHS 3 MIAKPIIUICHHSM, OCKUJIbKA BOHA
BIIOOpa)ka€ CyMapHUM pe3ylbTaT ycCiX i, BUKOHAHUX AareHTOM MPOTSATOM OJHOIO
emizomy. JlaHwii TMOKAa3HWUK JO3BOJISIE Yy3arajbHEHO OIIIHUTH SKICTh copMOBaHOI
HOJITUKY MOBEIIHKM Ta ii 31aTHICTh 3a0e31euyBaTu JOCATHEHHS IOCTABIEHOI METH —
CTAaOUIBHOTO Ta TOYHOT'O CYIPOBOAY PYXOMOI LIl Y TPUBUMIPHOMY CEPEIOBHUILI.

Ha pucynky 4.1 mpencrasneno rpadix Environment / Cumulative Reward,
OTPUMAaHMI y TpOLeCi HABUYAHHS 1HTENEKTyalbHOTO areHTa CyNmpOBOAY B CEPEIOBHILI
Unity 3 BukopuctanusMm anroputmy Proximal Policy Optimization. HaBenenuii rpadix
BIJOOpa)kae 3MIHY CEpPEIHbOIO 3HAYEHHS KyMYJSTUBHOI BHHAropoiu BIPOJIOBXK

HABYAJIBHUX 1TEpAlliil Ta € HAOUHUM 1HJIUKATOPOM JHHAMIKHU MPOLIECY HAaBYaHHS.
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Environment/Cumulative Reward

rA
La

Pucynok 4.1 — Environment / Cumulative Reward

Ha mnouarkoBoMy eTami HaBUaHHS 3HAYEHHS KyMYJIATHBHOI BUHAropoau
3aJTMIIAIOThCS HU3bKUMH Ta MAlOTh 3HaYHI1 KOJMMBaHHS. L[e MOsSCHIOETHCS BIICYTHICTIO Y
areHTa cpOpMOBaHOI CTparTerii MOBEAIHKH Ta HEOOXIIHICTIO EPBUHHOIO JOCIIIKEHHS
cepenoBuia. Y gmaHii (a3l areHT 3AIMCHIOE il MEePEeBaAKHO BUIIAJKOBUM YHHOM,
HaAMararouuMch OI[IHUTH HACHIJIKM PI3HUX BapiaHTIB KepyBaHHS. Taka NOBEAIHKA €
TUTIOBOIO JIII TIOYaTKOBOi (ha3W HaBYAHHSA 3 IMIAKPIMJICHHSM 1 CBITYUTH HE TIPO
Hee(PEKTUBHICTh AJITOPUTMY, a TIPO aKTUBHUH TIpoiiec 300py TOCBidY.

VY Mipy HakONMYeHHS JIOCBiYy Ta KOPEKIll mapameTpiB HEHPOHHOI MOJITHUKH
CIOCTEPIraeThCsl MOCTYNOBE 3pOCTaHHS 3HAYeHb KyMYJSTHUBHOI BuHaropoau. Lle
O3Hayae€, MO0 areHT MOYMHAE€ €(PEeKTHBHIIIE BUKOHYBATH 3a/lady CYNPOBOAY, 3MEHIITY€E
KUTBKICTh TIOMUJIKOBUX [iil Ta popMye OUIBII y3romKeHy 1 LIECIPSIMOBAHY MOBEIIHKY.
Ha nanomy erani HaBYaHHS areHT YK€ 3[aTHUN MIATPUMYBATU ONTUMATbHY JTUCTAHIIIIO
710 LIJT1 Ta KOPEKTHO pearyBaTH Ha 3MiHY il TpaeKTopii.

OnykTyarlii, sKi CHOCTepiraloTbcsi Ha rpadiky, 3yMOBICHI CTOXAaCTHYHOIO MPUPOIOI0
anroputMy Proximal Policy Optimization, a Tako) BapiaTUBHICTIO IOYAaTKOBUX YMOB
enizoaiB. Pi3HI clieHapli CTapTOBOIO MOJOXKEHHS areHTa 1 LIl MPU3BOAATH 10 PI3HOL

CKJIQJTHOCTI OKpPEMUX €Mi30/iB, 10 Oe3MOCepeHbO BIUIMBAE HA BEIUYMHY OTPUMAHO1
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BUHaropoau. HasiBHICTP Takux KOJNHMBaHb € OYIKyBAaHOI Ta HE CBIAYHUTH TMPO
HECTaOLIBHICTh MPOIIECY HABYaHHSI.

Ha 3aBepmiasibHOMYy eTami HaBYaHHS CIIOCTEPITa€ThCs CTalUTI3allisl 3HAYCHD
KyMYJISITUBHOT BHHAropoJiv, IO BKa3y€ Ha JOCSITHEHHS areHTOM BIJIHOCHO CTaJioi Ta
npare31aTHOl MOMTUKH cynpoBoxay. [loganpie HaB4aHHS HE MPU3BOIUTH 10 CYTTEBOTO
3pOCTaHHs BUHAropoJy, OCKUIBKM areHT YXe OIlaHyBaB 0a30Bi Ta OUIbLI CKJIAAHI
m1abJIOHU TTOBEIHKHU, HEOOX1H1 /Il €(DEKTHUBHOTO BUKOHAHHS IMOCTABJICHOT 3a/1a4i.

AHani3 AuHAMIKM KyMYJISITUBHOI BHMHAropojd, HaBeJIE€HUW Ha pPUCYHKY 13,
MIATBEP/KYE 30DKHICTH TMPOIIECY HAaBUYaHHA Ta CBIAYUTh TMPO e(PEeKTUBHICTDH
3actocyBaHHsi anroputMmy Proximal Policy Optimization ang ¢GopmyBaHHS MOBEIIHKH
IHTEJIEKTyaJIbHOTO areHTa CYIpOBOAY B TPHUBHUMIPHOMY BIpPTyaJbHOMY CEpEIOBHIII.
OxkpiM 3arajbHOi OIIHKM JMHAMIKM HaBYaHHS, KyMYJSTHBHA BHHAropojia B MexKax
JaHOi 3a7ayl NMOBMHHA PO3MISNATUCSA 3 ypaxXyBaHHSAM ii BHYTPIIIHBOI CTPYKTYpH Ta
3B’SI3KYy 3 PEaJIbHOIO TMOBEIHKOIO areHTa y CepeloBUIIi. Y po3poOieHii cucTteMi BOHA
dbopMyeThCcsl K IHTETpajbHAa CyMa KIJIBKOX CKJIQJIOBHX, KOXKHa 3 SIKUX BIJNOBIJIAE
OKPEMOMY acCIeKTy CYIpPOBOIY, 30KpE€Ma TOYHOCTI MO3MUI[IIOBAHHS BIJHOCHO IIifi,
CTaOUIBHOCTI PyXy Ta OE3MEYHOCTI TPAEKTOPII.

OcCHOBHMIA BHECOK Yy 3HAU€HHS KyMYJIATHBHOI BHHAropoau 3a0e3meuyeTbes
KOMIIOHCHTAaMH, TOB’SI3aHUMH 3 MIATPUMAHHSIM ONTHMAIbHOI JUCTAHIlI MK areHTOM 1
U0, TakuM YWHOM, 3pOCTaHHA IbOTO IMOKAa3HUKA BinoOpakae He yuiie (paxt
301M>KEHHS 3 00’€KTOM, a M 3[aTHICTh areHTa yTPpUMYBaTH HMOTo y 30H1 €()EeKTHBHOTO
CYyHpOBOAY MIPOTATOM TpHUBAJIOTro yacy. /omarkoBi mrpadHi KOMIIOHEHTH, 30KpeMa 3a
3ITKHEHHSA 3 NepelikoiaMu ado pi3Ki MaHEBPH, JO3BOJIAIOTH IHTEpIpeTyBaTH reward siK
MOKAa3HUK SKOCTI KEepyBaHHS, a HE JIMILIE JOCSITHEHHS LiIl. BaxxnuBo 3a3HauMTH, 110
KyMYJISITUBHA BHHAropoja He € aOCONIIOTHOIO METPHUKOIO SIKOCTI CYMPOBOY 1 3HAYHOIO
MIPOIO 3aJIEKUTH Bl BUOOPY napameTpiB (QyHKIIi BHHATOPOAU Ta BarOBUX KOE(ILI€HTIB
il ckIagoBUX. 3a MeBHUX KOHQITypariii MOXKIIMBI CUTYaIlii, KOJIM areHT J0CATaE BUCOKHX

3HaueHb reward, TeMOHCTPYIOUYH MPHU I[bOMY HeOakaHy a00 CyOONTUMAJIbHY MTOBE/IIHKY.
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Came TOMy aHaji3 IIbOTO MMOKAa3HHWKA MOBHUHEH 31MCHIOBATUCS Y MOEIHAHHI 3 1HITUMHU
METPUKaMHU, TAaKUMHU SIK TPUBAIICTh €MI30/IB, KUIbKICTh 3ITKHEHb Ta CTaOLIbHICTh
kepytounx curHamiB. CraOimizaiisi 3HaYeHb KyMYJSTHBHOI BHHAropoad Ha IMi3HIX
eTanax HaBYaHHS CBITYUTH HE JIMINE MPO 30DKHICTH ajJrOpPUTMY, a M MPO JOCITHEHHS
KOMIIPOMICY MIX IIBUAKICTIO, TOYHICTIO Ta Oe3medHicTio cymnpoBoay. llonmanbiie
3pocTaHHs reward y TakuX ymMoBaxX € OOMEXKEHHM, OCKIUIBKM areHT YXKe pealizye
MaKCUMaJIbHO €()€KTUBHY IOBEJIHKY B MEXax 3aJaHOi IMOCTAaHOBKH 3ajadl Ta oOpaHoi
CTPYKTYpH (PYHKIII1 BUHATOPOIH.

Takum yMHOM, KyMYJISTHBHA BUHAropoja MOXe pO3IVIsIaTUCS SIK y3arajlbHEHUH
1HIMKATOp €(PEeKTUBHOCTI HABYAHHS, KU B1IOOpaXkae sIKICTb C(hOPMOBAHOI MOJTITUKU B
MeXax 3aJaHuX KpUTEpiiB, ajie moTpedye KOMIUIEKCHOI IHTEpIpeTallii pa3oM 3 1HIIUMHU

pe3yibTraraMi CKCIICPUMCHTAJIBHUX 10 CJIi,ZI}KeHB.

4.2 TocaigskeHHsI TPUBAJIOCTI eMi304iB K MOKA3HUKA CTA0IILHOCTI

MOBEIIHKH

OnHuM 13 BaOXKJIWBHUX IMOKA3HUKIB SIKOCTI HABYAHHS IHTEJIEKTyaJIbHOTO AareHTa
CYyNpoOBOAY € TPHUBAJICTh €Mi30fiB, sKa BigoOpakae 3IaTHICTh CHUCTEMH 30epiraTu
npare3aTHA CTaH MPOTATOM TPHBAIOTO 4Yacy 0e3 BUHUKHCHHS KPUTHYHUX ITOMUIIOK.
VY 3amauax cynmpoBOaAy PYXOMHX 00’ €KTIB JIOBXKHHA €ITi30/1y OS3MOCEPEIHRO IMOB’ I3aHa 31
CTaOlIBHICTIO TIOBEIIHKM areHTa, MOro 3JaTHICTI0O KOPEKTHO pearyBaTH Ha 3MiHY
NOJIOKEHHS LIl Ta YHUKAaTH HeOakKaHUX CHUTyalld, TaKuX SIK 3ITKHEHHS a0o BTpara
00’€KTa CymmpoBOY.

Ha pucynky 4.2 naeaeno rpadik Environment / Episode Length, sxuii
BiToOpakae 3MiHY CEpPEIHBOI TPUBAJIOCTI €MI30JIB y MPOIECI HABYAHHS arcHra B
cepenoBuii  Unity. [lanuii rpadik [103BOJdsiE TpoOaHaIi3yBaTH, SK 3MIHIOETHCS
CTaOlIBHICTh MOBEAIHKM areHTa 3ajJeXHO BIJ KUIBKOCTI HAaBYAJIBHUX ITepailiil Ta

HAKOITMYEHOTO JOCBIY.
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Environment/Episode Length

1.008+3

r"
L d

Pucynok 4.2 — 3miHa cepeiHbOI TPUBATIOCTI

Ha nmoyarkoBux eramnax HaBYaHHS CEPEIHS TPUBAIICTH €Mi30/iB € He3HaYHOM. [le
3yMOBJICHO THM, II[0 areHT 1€ He BoJioji€ C(OPMOBAHOIO CTPATETi€l0 MOBEAIHKU Ta
4acTO BUKOHYE Jii, SIKI MPU3BOAATH JI0 MEPEAYacHOr0 3aBepIIeHHs emi3ony. o Takux
T HaJleXKaTh Pi3Kl MAaHEBPH, HEKOPEKTHE KepyBaHHS MIBUAKICTIO 00 HAMPSIMKOM PYXY,
a TakoX HE3JATHICTb YTPUMYBATH ILUIb Yy JONycTUMIiil 30H1 cynpoBoay. Ilomiona
MOBE/IIHKA € THIOBOIO IS TTOYATKOBOI (ha3y HABYAHHS 3 MIAKPITUICHHSIM 1 CBITYHUTH MPO
aKTUBHHU MPOIEC JOCIIKEHHS CEPEIOBUIIA.

Y Mipy HaKONMYEHHS HABUAJIBHOTO JOCBIAY CIIOCTEPITA€ThCS MOCTYIIOBE
3pOCTaHHS CepelHbOI TpUBANIOCTI emi3omiB. Lle o3Hadae, M0 areHT MOYMHAE KpaIlle
OpIEHTYBAaTHUCS B CE€peloBUlll, popmye OUIbII NependaduyBaHy Ta Y3roJKeHY MOBEIIHKY,
a TaKOXK 3MEHIIIY€ KUTbKICTh KpUTUIHUX MTOMIUIOK. Ha 11boMy eTarti HaB4aHHS areHT yKe
3MaTHUM e(eKTUBHIIE MIATPUMYBAaTH HEOOXIAHY IHUCTAHINIO JO LI Ta CBOEYACHO
KOpUTYBAaTH BIACHUHM pyX BIAMOBIAHO 0 ii MepeMILIEHHS.

Bucoki Ta BiZHOCHO cTaOUIbHI 3HAYEHHsS JOBKWHU €Mi30/IB Ha Mi3HIX eTamax
HABYAHHS CBIIYaTh MPO JOCSTHEHHS areHTOM CTIMKOi MOBENIHKU. ATEHT 3JaTHHUM

TPUBAJIUI Yac CyIpPOBOKYBAaTH LIk 0€3 BTpAaTH KOHTPOJIIO, IO € KIOYOBOI BUMOTOIO
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JUTSI TIPAaKTUYHOTO 3aCTOCYBaHHS TMOMIOHMX I1HTENEKTyanbHUX cucteM. CTaOuTbHICTH
I[bOTO TOKa3HWKAa TaKOXK BKa3y€e Ha BIJICYTHICTb Jerpaiallii MOJITUKU TOBEAIHKH Y
POIIeCi MOAATBIIIOTO HABYAHHS.

BaxxnuBo 3a3HaunTH, 10 3POCTAHHS TPHUBAJIOCTI €Mi30[IB TICHO KOPEIOE 31
30UTbLIEHHSIM KYMYJISITUBHOI BUHAropoJv, PO3MISAHYTOI Yy MONEPEIHbOMY MiAPO3.LIi.
Taka xopensiis MATBEPIKYE Y3TOMKEHICTh OOpaHWX METPUK OI[IHIOBAaHHS Ta
KOPEKTHICTh MMOOya0oBaHOi (PyHKIIII BUHArOpoaM, SKa CTUMYJIOE€ areHTa He JIMIIe
JoCSATaTh IUTl CyNpoBONY, aje W MIATPUMYBaTH CTAOUTbHUNA Ta O€3MEYHUN PEXUM
poboTH.

AmHani3 rpadika, HaBeIeHOro Ha pUCYHKY 14, 103BoJisi€ 3p0OUTH BUCHOBOK, IO B
IpOIECi HABYAHHS 1HTEJIIEKTyalIbHUN areHT MOCTYIOBO MEPEXOIUTh BiJ HECTaOLIHHOI Ta
BUITQ/IKOBOI TIOBEAIHKHM JO CTIHKOI, mepemdadyyBaHOi Ta IJIECIPSIMOBAHOI cTparerii
cynpoBony. lle miaTBepmxye e(eKTUBHICTb OOpPaHOro MIiAXOAY JO HaBYaHHS Ta
JOIILHICTh BUKOPHUCTAHHS aJITOPUTMIB HABUAHHS 3 MIIKPIIUICHHSAM JUIS PO3B’SI3aHHS
3a/1a4 CyNnpoBOJy OO’€KTIB y TPUBUMIPHUX BIPTyallbHUX cepenoBuilax. Pazom 3 Tum
TPUBAIICTh €MI30/1B HE CIHiJl IHTEPHpPETYBaTH SK aOCOMIOTHUI TOKAa3HUK SKOCTI
cynpoBofy. JloBruii emizon CBIAYUTH MEPEAyCIM MPO BIACYTHICTh KPUTHYHHUX MTOMUIIOK,
TaKUX SIK 31ITKHEHHs abo BTpara 1, OAHAK HE rapaHTy€e ONTUMAIbHICTh TPAEKTOPIl YU
MaKCUMaJIbHY TOYHICTh KEPYyBaHHSI.

Y neBHuXx KOHQIryparisx areHT MOXKE JIEMOHCTPYBaTH TPHUBAIMM €mi30f,
30epirarouu py bOMY CyOONTUMAJIbHY MTOBEAIHKY.

BaxxnuBuM acmekToM € yMOBU 3aBEpIIEHHS €Mi30[liB, 3aKJIaJIeHI y cepefoBHImi. Y
pO3pOOJIEHIM CHCTEMI €MMi30[Id 3aBEPIIYIOThCS Y pa3l 3ITKHEHHS 3 MEpPelIKOJaMHu,
3HAYHOTO BIJAAJICHHS BiJ L a00 MOCSTHEHHS TPaHMYHOI KIJIBKOCTI KpOKiB. Takum
YUHOM, TPUBAIICTh €Mi30Ay Oe3MOoCepeHhO BIIOOpa)kae 3MaTHICTh areHTa yHUKATH
HeOe3MeyHNX CHUTYyalliil Ta MATPUMYBATH MpaIe3AaTHUI PeXUM YIPOIAOBK TPUBAIOTO

qacy.
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3 TOYKM 30py KEpYBaHHS PyXOM, 30UIBIICHHS CEPEAHBOI JOBKHWHH CIT30/1B CBIIYUTH
npo ¢dopMyBaHHS OUIBII TUIABHOT Ta CTa0lIBbHOI TOBEIIHKH AareHTa. 3MEHIICHHS
KUJTBKOCTI PI3KMX MAaHEBPIB 1 KPUTHUHUX KOPEKI[M 3HIKYE WMOBIPHICTH aBapiiHUX
3aBepIICHb €Mi30AiB 1 CHpHsi€ JOBrorpuBajgoMmy cymnpoBoay I1iil. Ile € ocobmuBo
BXJIMBUM ISl TIPAKTUYHUX 3aCTOCYBaHb, Yy SKUX CHCTEMa MOBWHHA (YHKI[IOHYBATH
Oe3mepepBHO Ta HATIMHO.

TakuM 4YUHOM, TPHUBAIICTh €MI30[IB JOUUIBHO PO3MIANATH S[K TOKa3HUK
CTaOUIBHOCTI Ta OE3MEeYHOCTI TMOBEAIHKM areHra. Y T[IO€JIHAHHI 3 aHAJI30M
KyMYJISITUBHOT BHUHAropoAM Ta IHIIWX METPUK BOHA JIO3BOJISIE KOMILJIEKCHO OIIIHHUTH
e(eKTUBHICTh C(HOPMOBAHOI TOJITUKM Ta 3POOUTH OOIPYHTOBAaHI BUCHOBKU IIOJO

SIKOCTI HaBYaHHS 1HTEIEKTYaIbHOT CUCTEMH CYIIPOBOLY.

4.3 AHaJi3 BTpaT NOJITUKHU Ta PyHKIII HiHHOCTI

BaxxnuBoro Ck1a0BOIO aHAJI3y MPOLIECYy HABYAHHS IHTEIEKTYyaJbHOTO areHTa €
JOCIHIJIPKEHHSI TIOKa3HHMKIB BTpAaT, $KI XapaKTepu3yloThb €(QEKTUBHICTh ONTUMI3ZAIil
HEHPOHHUX MeEpeX, MO (POPMYIOTH MOJITUKY MOBEIIHKM Ta OLIHKY OYiKyBaHOI
KOPUCHOCTI cTaHiB. Y pamkax airoputmy Proximal Policy Optimization Takumu
nokasHukamu € BTpatu noiituku (Policy Loss) ta Brpatu ¢yskuii minaocti (Value
Loss), nuHamika SIKUX J03BOJISIE€ 3pOOMTH BHUCHOBKH IIOAO CTAa0IIBLHOCTI Ta 301KHOCTI
npoliecy HaBYaHHS.

Ha pucynkax 4.3 ta 4.4 npeacrasieno BianoBigHi rpagiku Policy Loss Ta Value
Loss, oTpumani miji 4ac HaBUaHHS areHtra cymnpoBomy B cepemoBuili Unity. Jlani
rpadiku BijoOpa)karoTh 3MIHY 3a3HAUCHUX MOKAa3HUKIB YIIPOJOBK HABYAIHHUX 1TEpalii

Ta € BAKJIMBUMH 1HIUKATOPaAMH SKOCT1 ONTHMI3aIlii.
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Losses/Policy Loss

A
LJd

Pucynok 4.3 — KonuBanns 31auensb Policy Loss

I'padix Policy Loss, HaBeneHuit Ha pUCyHKY 15, T1eMOHCTpYy€ KOJMBaHHS 3HAYCHb
BTpaT NOJITUKM B MEKaxXx OOMEKEHOro alama3oHy. Takuid XapakTep MOBEIIHKH €
OYIKyBaHUM JJI1 alNTOPUTMIB HaBYaHHS 3 MIAKPIMJIEHHSAM, 30Kkpema st PPO, sikwuii
creniagbHO po3poOieHuil 3 METO 3amo0iraHHs pI3KUM Ta HEKOHTPOJIbOBAHUM
OHOBJICHHSIM  TapaMeTpiB  TONITUKH.  BiacyTHicTh  pi3kux  CcTpUOKIB  abo
BUOYXOMo10HOTO 3pocTaHHs 3HaueHb Policy Loss cBigunTh npo cTabuIbHUN XapakTep
HABYAHHS Ta KOPEKTHO MiA10paHi rinepnapaMeTpy alropuTMmy.

KonvBaHHsI BTpaT MONITUKU TMOSCHIOIOTHCS CTOXAaCTUYHOIO TMPUPOJIOI0 MPOIECY
HABYaHHS, a TAKOXK THUM, II[0 areHT MOCTIMHO B3a€EMOJIIE 3 CEPEIOBUILIEM, SIKE Ma€ 3MiHHI
noyatkoBi ymoBH. HesBaxatoun Ha 11 ¢aktopu, 3HaueHHs Policy Loss He
JEMOHCTPYIOTh TEHJICHLII 0 HEKOHTPOJIhOBAHOTO 3pOCTAaHHA, IO BKa3ye Ha
BIJICYTHICTbh JIerpajallii MOJITUKU MOBEAIHKH Ta MIATBEPIKY€E €(DEKTUBHICTh MEXaHI3MY

0OMeKeHHSI OHOBJIEHb, 3aKiIaieHoro B ainroputM PPO.
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Losses/Value Loss
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Pucynok 4.4 — [louaTkoBe 3pocTaHHs TOXUOKHU

I'padix Value Loss, HaBeneHuii Ha pUCyHKY 16, T€MOHCTpY€E IHIINY XapaKTEepHY
0CcOo0NMMBICTh Mporiecy HaBdaHHs. Ha moyaTkoBUX eTamax CIoCTepiraeThCsl MigBUIICHUN
piBeHb MOXWUOKH OMIHKU (yHKINIT MIHHOCTI. [le MOSCHIOEThCS THUM, IO HA paHHIA (a3i
HABYAHHS AareHT 1Ie He BOJOJIE€ JOCTAaTHIM OOCSTOM JOCBIIy JUIsi KOPEKTHOTO
MIPOTHO3YBAaHHS JIOBTOCTPOKOBUX HACHIAKIB CBOIX Jid. Y 1e¥ mepioj MOAelb aKTUBHO
aIaNTyeThCs 10 HOBUX JaHMX, IO MPU3BOAUTH O TUMYACOBOIO 3POCTAHHS 3HAYEHb
Value Loss.

VY Mmipy HakomMUYeHHS JOCBIAY Ta cTabumi3alii moBeIIHKM areHTa 3HadeHHs Value
Loss moctynoBo 3MeHmIyroThes. Lle cBiIuuTh Mpo MOKpalleHHs 3AaTHOCTI HEMPOHHOT
MEpEeXi OIIHIOBAaTH OYIKYBaHY KOPHUCHICTb CTaHIB 1 MPOTHO3YBaTH JOBTOCTPOKOBY
BUHAropoy. 3MEHIIEHHs MOXUOKU (DyHKIII MIHHOCTI € BaKJIIUBUM ITOKa3HUKOM TOTO,
10 areHT PopMye y3rofKeHe YSIBICHHS PO CEPEIOBUIIE Ta HACIIIKH BIACHUX 1.

Cyxkynuuii anani3 rpadikiB Policy Loss 1 Value Loss 103BoJisie 3p0OUTH BUCHOBOK
Ipo TOCTYNMOBY 30DKHICTh mporecy HapdaHHSA. CTaOUTbHICTH BTPAT TMOJITHKUA B
NO€JIHAHHI 31 3MEHIICHHSIM BTpaT (YHKIIi HIHHOCTI BKa3y€ Ha Te€, 110 areHT He JIUIIE
HABUAETHCS BUKOHYBaTH €QEKTUBHI [ii, aje 1 KOPEKTHO OI[IHIOE TOBTOCTPOKOBI
pe3ynbTati CcBO€i MoBeAiHKU. Lle € 0coONMMBO BaXKJIMBUM ISl 3a7a4 CYNPOBOLY, €
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HEOOX1JTHO BpaxOBYBaTH HE JIMIIE MUTTEBUH €(EKT i, a ¥ iX BIUIMB HA MOJAJIBIITHI
nepeOir enizony.

3 mpaKTUIHOI TOYKHU 30pY pe3yiIbTaTh, HaBeeH] Ha pucyHkax 4.3 ta 4.4, cBiguaTh
npo Te, MO po3pobeHa 1HTENeKTyalbHa CHCTEMa CYyNpOBOAY 3[aTHA A0 CTaOLIHLHOTO
HaBYaHHS 0e3 KpUTHYHUX 300iB abo nerpanauii nomituku. Lle migBuinye HaaidHICTD
CUCTEMU Ta POOUTH i1 MPUIATHOIO JJI MOAAIBIIOT0 BUKOPUCTAHHS B OLIBIN CKIIATHUX
cepenoBuIax abo Juis IepeHeCeHHs Ha pealibHi armaparHi miarGopmu.

AHani3 TOKa3HUKIB BTpaT NOJITUKM Ta (yHKUII I[IHHOCTI MIATBEPIKYE
KOPEKTHICTh peaizallii aifOpuTMy HaBYaHHS, aJIEeKBATHICTh HAJAIITyBaHb CEPEIOBUIIA
Ta JOLUIBHICTh BUKOpUCTaHHA anroputMmy Proximal Policy Optimization nns 3agau
CYIIPOBOZIY PYXOMHX OO’€KTIB y TPUBHUMIPHUX BIpTyaJbHUX CEPEIOBHILNAX. 3 MO3MUIIT
actor—critic apxitektypu anroputmy Proximal Policy Optimization BTpaTu MomiTHKU Ta
(GyHKIIi HIHHOCTI BUKOHYIOTh NPUHLMIIOBO Pi3HI, ajie B3aeMONOB’si3aHi poini. Policy
Loss BimoOpakae CTymiHb 3MIHM TIOJITHKHA TIOBEMIHKM areHra MK 1TepalisiMu
HaByaHHsA, Toal sAK Value Loss xapakrepuzye TOYHICTh OIIIHKM OYiKyBaHO1
JIOBTOCTPOKOBOT BUHATOPOIH JIJIsl TOTOYHHUX CTaHIB CEPEOBHIIA.

CrabinpHi konuBaHHs Policy Loss y Mexax o0oOMEXEHOro [iana3oHy €
BQKJIMBIIINM ITOKa3HUKOM SIKOCT1 HaBYaHHS, HIXK MOTO aOCOJIIOTHE 3HA4YCHHS. 3aHaJTO
Pi3Kl 3MIHM I11€T METPUKUA MOTJIM O CBIAYUTU TPO arpeCHBHI OHOBJICHHS TOJITUKHA Ta
pU3MK BTparH padime HaOyTHX HaBUYOK. BogHowac HagMipHO Manuii abo Maiixke
Hynb0BU Policy Loss Moxke BKa3yBaTH Ha MEpeqYacHy CTaOLII3alii0 MOJITUKH Ta
BTpaTy 3AaTHOCTI JIO TMOAAJBIIOTO TOKpalleHHs ToBemiHku. 3meHmneHHs Value Loss
BIJIIFPA€ KIIOYOBY pOJIb Yy 3ajadax CyNpoBOIY, OCKUIbBKM KOPEKTHAa OIliHKa
JOBTOCTPOKOBUX HACHIIKIB AiM J03BOJISIE areHTy NMpUWMaTH PIIIEHHS 3 ypaxXyBaHHSIM
MalOyTHBROTO PO3BUTKY CHUTYyallli, a HE JuiIe MUTTEBoro edexty. JlJis ITuHAMIYHUX
CIIEHApIiB CYNPOBOAY 1€ € KPUTUYHO BaXJIUBHUM, OCKUIBKM HEIpaBUJIbHA OIlIHKA
IIIHHOCT1 CTaHIB MOXE MPHU3BOAUTH JO HecTaOUIbHUX a00 3ami3HUIMX peakiii Ha pyx

. BincytHicth BuOyxomomiOHoro 3poctranHst sik Policy Loss, Ttak 1 Value Loss
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CBITYUTH MPO BIICYTHICThH AUBEPTEHIIIT MPOIIECY HABYAHHS Ta MIATBEPIKYE KOPEKTHICTh
BHUOOpY TinepnapaMmerpiB aaroputmy. Lle o3Hadae, 1m0 OHOBJICHHS TOJITHKHA Ta KPUTHKA
B1/10yBaIOTHCS Y3rOMKEHO, O€3 IOMIHYBAaHHS OJIHI€T 3 KOMIIOHEHT HaJ 1HIIOIO.

Takum 4YWHOM, aHajgi3 JAWHAMIKA BTpAaT TOJITUKKA Ta QYHKIII [TIHHOCTI
HOIATBEPIKYE HEe Juue (popmanbHy 30DKHICTh MPOLECY HABYAHHSA, @ W BHYTPILIHIO
y3TOKEHICTh actor—critic MexaHi3my, 0 € HeoOX1JTHOK YMOBOK i (hopmMyBaHHS

HAJIAHOI Ta cTabUIBHOT MOJITUKHU CYTIPOBO/Y.

4.4 AnaJi3 eHTpoOmil NOJMITHKH Ta (popMYBaAHHA LHJIECIIPIMOBAHOI NOBEAIHKH

OnHiel0 3 BaXUJIMBHX XapaKTEPUCTUK TPOIECY HABUAHHS 1HTEIEKTYaJbHOTO
areHTa € piBeHb CTOXaCTUYHOCTI WOTO MOBEMIHKH, KU Oe3M0CcepeHhO OB’ I3aHUM 13
3MATHICTIO areHTra JOCIIPKYBaTH CEpPEJOBHUIINE Ta TMOCTYNOBO TMEPEXOAUTH [0
BUKOPHUCTAHHS HaWOUIbII €(EeKTUBHUX cTparerid. s OLiHIOBaHHS II€l BIACTUBOCTI
BUKOPHUCTOBYETHCSI MOKAa3HUK EHTPOIIi TOJITUKH, JUHAMIKa SKOTO JIO3BOJISIE
poaHaizyBaTu OajaHC MiX JOCHIKEHHSIM CEpeOBHINA Ta €KCIUIyaTalliero HalyTHX
3HaHb.

Ha pucynky 4.5 npencrasneno rpadik Policy / Entropy, sikuii BimoOpakae 3MiHy
pPIBHSI CTOXAaCTMYHOCTI M1l areHTa B mpoueci HaByaHHsA. Ha mowarkoBomy etami
HaBUAHHS 3HAYEHHS €HTPOIi € BUCOKMMH, IO CBITYUTH IPO AKTHBHY AOCIIIHULIBKY
NOBEAIHKY areHra. Y 1el mnepioj] areHT He BIJJa€ MepeBary KOHKPETHUM IisiM, a
BUIIPOOOBY€E pI3HI MOXJIMBI BaplaHTU KEPYBaHHA 3 METOK OLIHKHM iX HACHIJIKIB Yy

CepeIOBHIIII.
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Policy/Entropy
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Pucynok 4.5 — PiBeHb CTOXaCTUYHOCTI 1 areHTa

Bucoxkuii piBeHb €HTpOITIT HA paHHIX €Tanax € 0akaHUM, OCKUIBKU BIH JO3BOJISIE
areHty 310paTu pI3HOMAHITHUN JOCBIA Ta YHUKHYTH IepeadacHoi Qikcarii Ha
HEONTUMANIbHIN CTparerii. Y 3amadax CymnpoBOAY PYXOMHUX OO’€KTIB 1€ OCOOJIMBO
BaXJIMBO, OCKUIBKM aréHT Ma€ HABUYMTHUCS pearyBaTh Ha Pi3HI TPAEKTOPIl pyxy Wi,
3MiHY IIBHJIKOCTI Ta HAIPSAMKY, a TAKOK MOXJINB1 OOMEKEHHS CepeOBHUIIIA.

Y mnpoueci momanplIoro HaB4aHHS Ha rpadiky CHOCTEPIraeThCs IMOCTYIOBE
3MEHIIEHHS 3HaueHb eHTpomii. [le o3Hauae, 110 areHT no4ynHae BCce 4acTilie oOupaTu Ti
Iii, SKI BUSBUIUCS HaWOUIbII €(PEKTUBHUMH 3 TOYKH 30pY OTPUMAaHOI BHHArOpoOJIu.
3MEHIIEHHS] CTOXaCTUYHOCTI CBIIYUTH NMpO (opmMyBaHHS OLIBII JETEPMIHOBAHOI Ta
IIECTIPSIMOBAHOI MOJIITUKY MOBEIIHKH, OPIEHTOBAHOT Ha CTAOUIBHUIA CYTIPOBIA L.
BaxxnBoro 0coOIUBICTIO € TIJIAaBHUM XapaKTep 3MEHIIIEHHS SHTPOITii, 6e3 Pi3KuX CraiB.
Taka nuHamika BKa3zye Ha 30aJlaHCOBAHMI TPOIIEC HABUYAHHS, Y SKOMY MO€IHYIOTHCS
eTanu JOCIHIDKEHHS Ta eKcIuTyaraiii. BinCyTHICTh pi3KMX 3MIH 3Hau€Hb CHTPOIIi
CBIJTYUTH MPO TE, L0 ar€HT HE BTpaYa€ 31aTHOCTI aJAaNTyBaTUCS 10 HOBUX CUTYyaIlld 1 HE
HEePEXOIUTH 10 HAIMIPHO KOPCTKO1, HETHYYKOI MMOBEIIHKH.

3 mpakTUyHOI TOYKM 30py c(dopmMoBaHa [IHWHAMIKa EHTPOIIi O3HAYae, MO0

po3poliieHa IHTENEKTyallbHa CHCTEMa CYIpOBOAY 3[aTHa 3a0e3ledyBaTd HaJlIiHy Ta
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nependadyBaHy TOBEMIHKY B IMPOIECI eKCIuTyararlii, 30epiraroud mpu 1boMy TMEBHHM
piBeHb aJanTUBHOCTI. lle € BaKJIMBOIO BIACTUBICTIO JIJIsi MOJAJIBIIIOTO 3aCTOCYBaHHS
CUCTEMH B peajbHUX a0 OUIbII CKJIAJHUX CUMYJIbOBAHUX YMOBAaX. 3 TOUKH 30Dy
KEpYBaHHS PYXOM EHTPOMIis TOJITUKU Oe3rnocepeHhO BIUIMBAE HA XapakTep
chopmoBanux TpaekTopii. HaaMipHO HU3bKI 3HAUEHHS €HTPOIIi MOXYTh MPU3BOJUTH
710 YKOPCTKO JIETEPMIHOBAHOI MOBEIHKH, 32 SIKOi areHT pearye Ha 3MiHU CEpeoBHUIIA 13
3ami3HEeHHsAM a00 He 3[aTHUM KOpUTYyBaTH PyX y HEOUiKyBaHUX cuTyauisx. s 3amay
CYNPOBOJY L€ € KPUTHYHHUM, OCKUIBKM LIJIb MOXE 3MIHIOBATH TPAEKTOPIIO PyXy
HernependauyBaHUM YMHOM. 30€peeHHSI HeHYJIbOBOTO PIBHS €HTPOIIIT Ha Mi3HIX eTanax
HABYAHHS J03BOJIE€ areHTy MIATPUMYBAaTH OOMEXKEHY BaplaTUBHICTH 1M, IO CIpUSE
dbopMyBaHHIO OUTBINT TIABHOI Ta THYYKOI MOBEAIHKHA. Taka BIACTUBICTH OCOOIHMBO
BOXJIMBA y JWHAMIYHHMX CIICHApisAx, jJe HEoOXiJHO MOCTIHHO aJanTyBaTHCS JI0 3MIH
MIBUAKOCTI Ta HAMIPSMKY PyXY L[1J1i, HE BTpayaroyu MpH LbOMY CTA0OUTBHOCTI CYPOBOY.

BaxxnmuBuM acmeKkToM € TaKoXX BIUIMB EHTPOIi Ha 3[aTHICTh TMOJITHKUA [0
y3aranbHeHHs. [lojiTuka 3 TOMIPHUM pIBHEM CTOXACTMYHOCTI MEHII CXWJIbHA J10
NEpeHaBUYaHHA Ha OKpEMI CLEHapii Ta Kpalle aJanTyeTbcsl 10 HOBUX KOH(Iryparii
cepenoBuilia, sfKI He OyauM TpencTaBlieHI i dYac HaBuaHHA. lle miaTBepmxkye
JOLIJIBHICTh BUKOPUCTAHHSI MEXAHI3MIB EHTPONINHOT peryaspu3alii B aIrOPUTMaxX TUITY
PPO. BiacyTHicTh pi3KOTO 3HWKEHHS €HTPOIIi y TpoIlleci HaBYaHHS CBIJYHUTH MPO TE,
IO areHT He 3acTPAr y JIOKaJbHOMY ONTHMYMI Ta HE MEPEeHIIoB A0 MepeayacHol
JNETEPMIHOBAHOCTI. Lle € Ba)JIMBOIO O3HAKOI 30aJIAHCOBAHOIO MPOLIECY HABYAHHS, Y
AKOMY TIO€IHYIOThCS €(EeKTHBHE BUKOPUCTAHHS HAOyTHX 3HAHb Ta 30€peKEHHS
aJalTUBHOCTI ITOBEIIHKH.

TakuM dWHOM, aHaNi3 JAWHAMIKA EHTPOMi TMOMITHKA TMIATBEPIKYE, IO
chopMoBaHa cTpareris CymnpoBOAY MO€EIHYE IepeadadyyBaHICTh 1 THYYKICTh, IO €
HEOOX1JTHOI0O YMOBOIO MJisi CTaOUIbHOI POOOTH 1HTENEKTyaldhbHOI CUCTEMH B YMOBax

JUHAMIYHOTO TPUBUMIPHOTO CEPEIOBHUIIIA.
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4.5 Y3arajibHeHUil aHAJIi3 pe3yJbTATIB HABYAHHS TA O[iHKA e()eKTUBHOCTI

CUCTEMH

3aBepiagbHUM €TaroM eKCIEPUMEHTANIbHUX JAOCIIKEHb € y3araJbHEeHUN aHai3
OTpUMAHUX pe3yJbTarTiB Ta KOMIUIEKCHAa OIIIHKAa €(QEeKTUBHOCTI PO3pOOJICHOT
IHTEICKTYallbHOT CHCTEMHU CYIpPOBOAY. Takuii aHaji3 J03BOJISE MOEIHATH PE3YJIbTaTH,
OTpUMaH1 y TOMNEpPEIHIX MAPO3/iaax, Ta 3pOOUTH IUTICHUNA BHUCHOBOK IOJIO SIKOCTI
c(opMOBaHOI MONITUKHU MOBEAIHKH areHTa.

Ha pucynky 4.6 naBeneno rpadik Policy / Value Estimate, sikuii BimoOpakae
3MiHY OIIIHKM O4YiKyBaHOi KOPHUCHOCTI CTaHIB y Mpolleci HaB4aHHsA. J[aHUN MOKa3HUK
XapaKTepu3ye BHYTPINTHE YSABIECHHS areHTa Mpo “SKICTh MOTOYHOTO CTaHy CEPEIOBHUIIA

Ta WOTO0 MOTEHIIAHY 37aTHICTh MPUBECTH 10 OTPUMAHHS BUHATOPOAU B MaiiOyTHHOMY.

Policy/Value Estimate

A
LdJd

Pucynok 4.6 — 3MiHa OI[IHKH O4IKYBaHOI KOPUCHOCTI CTaHIB

[TocTynoBe 3pocTaHHsl 3HaY€Hb OILIIHKA KOPUCHOCTI CTaHIB CBIAYUTH IPO TE, L0
areHT HAaBYA€THCS IMPOTHO3YBaTH JIOBFOCTPOKOBI HACIIAKH CBOiX A1 1 HpUiMaTH
piIlIeHHS, OPIEHTOBAHI HE JUIIE HA MUTTEBUI PE3yJbTar, a il Ha 3araJibHy €(DeKTUBHICTD

CYHpOBOAY MPOTATOM ycboro emizony. Crabinizaliis bOro MOKa3HHWKa Ha MI3HIX eTarnax
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HAaBYAHHS BKa3dye Ha (QOpPMyBaHHS Y3TO/PKEHOTO BHYTPINIHBOTO MPEACTaBICHHS
CEpEeIOBHIIIA.

VY moenHaHH1 3 aHATI30M KyMYJISTUBHOT BUHArOpPOAM, TPUBAJIOCTI €Mi30/iB, BTpar
MOJIITUKA Ta EHTPOINIi TOMITUKA MOXHa 3pOOMTH BHCHOBOK, IO po3pobieHa
IHTENIeKTyaJlbHa CHCTEMa CYIPOBOJY JEMOHCTPY€ CTaOUIbHY, IMepeadauyyBaHy Ta
y3TOPKEHY TOBENIHKY. ATEHT 37JaTHHN €()EKTHUBHO CYMPOBOKYBATH IIUTh YIPOIOBK
TPUBAJIOTO Yacy, aJlaliTyBaTUCs 0 3MIH YMOB CEpellOBHUIIA Ta 3MEHIIYBaTH KIJIbKICTh
MOMUJIKOBUX JT1H.

3 MmpakTUYHOI TOYKH 30pYy OTPUMAaHI PEe3yJbTaTH MiATBEPDKYIOTh JOULUIBHICTD
BUKopucTaHHs cepenoBuiia Unity Ta ¢peitmBopky ML-Agents mi1s moOyaoBu Ta
HaBUAHHS 1HTEJIEKTyaJIbHUX AareHTIB CYNPOBOAY. 3alpOolOHOBAHUN MiAXiA JO03BOJISIE
peaizyBaTH MOBHOIIIHHY CUCTEMY CyIPOBOY 0e3 He0OX1HOCTI PyYHOTO MPOEKTYBAHHS
CKJIQJIHUX aJTOPUTMIB KEpPyBaHHs, IO 3HAYHO CIPOIIY€ TMPOIEC pPO3POOKU Ta
PO3IINPIOE MOXKIMBOCTI MOMAJIBINOI MOAEPHI3aIlli cucTeMu. TakuM YUHOM, Pe3yJIbTaTh
EKCIIEPUMEHTAJILHUX JIOCIIKEHb MATBEPKYIOTh €PEKTUBHICTh OOPAHOTO MIAX0AY J0
HaBUAHHS areHTa CYINPOBOAY Ta JIEMOHCTPYIOTh MEPCIEKTUBHICTh 3aCTOCYBAaHHS
METOJ[IB HABYaHHS 3 MIAKPIIUICHHSIM JJis 3aad CYNpPOBOLY PYXOMHUX OO €KTIB Y
TPUBUMIPHUX BIPTyaJIbHUX CEPEAOBUILAX.

VY3aranpHIOIOUM ~ pe3yabTaTd  MPOBEICHUX  EKCIIEPUMEHTIB,  MOXHa
CTBEPIXKYBaTH, 110 €PEKTUBHICTh PO3POOJIEHOT IHTEIEKTYaIbHOI CUCTEMH CYIpPOBOAY
OPOSIBISIETBCA TEpEeAyCiM Yy CTaOUIbHOCTI Ta aJaNTUBHOCTI TIOBEIIHKM AareHTa.
CdopmoBana TmoNiTUKA JO3BOJIAE AareHTy MIATPUMYBATH LUIb Y 30HI CYIPOBOIY
IPOTSTOM TPHUBAJIOTO Yacy, KOPEKTHO pearyBaTH Ha 3MiHYy TPaeKTOpii pyXy Ta YHUKATH
KPUTUYHUX CHUTyallii 0e3 HeoOXiMHOCTI >KOPCTKO 3aJaHuX TMpaBUI KepyBaHHS.
[TopiBHSHO 3 KJIACHYHUMH AJNTOPUTMIYHUMH TiIXOJaMHU, 3aCHOBAHMMH Ha €BPUCTHKAX
ab0 JeTepMIHOBAaHUX MOJIEJSAX, BUKOPUCTAHHS HABUAHHA 3 MIAKPIIJIEHHSAM 3a0e3medye
BUIIUI PIBEHb THYYKOCTI Ta 3/IaTHICTh IO CAaMOCTIHHOI aganTarlii. ATeHT He oTpedye

SIBHOTO OMHCY ONTHUMAJIbHOI TpaekTopii abo cIlieHapliB MOBeAiHKH, a (opmye iX
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0e3rmocepeIHO B IPOIIEC] B3aeMOJII 3 cepeloBHUIeM. PazoM 3 THM 3ampornOHOBaHUI
MiaXi7] Ma€ TMEeBHI OOMEXKEHHs, 30KpeMa 3ajie)KHICTh SKOCTI HaBYaHHS BIJ BUOOpY
¢yHKUii BHHArOpoAu Ta TimeprapaMmerpiB aiaroputmy. KpiMm Toro, mpouec HaBuyaHHS
BHUMarae 3Ha4HUX OOYHMCIIIOBAJILHUX PECYPCIB 1 Hacy, 0 € TUTIOBUM HEIOJIIKOM METO/IIB
IJIMOMHHOTO HaBYaHHA 3 MiAKpiruieHHsIM. OpHak 11 OOMEXEHHsS KOMIIEHCYIOThCS
MO>KJTUBICTIO TIOJIAJIBIIIOTO MAacIITabyBaHHS Ta NEPEHECEHHs C(HOPMOBAHOI TOJTITUKH HA
CKJIAJIHIIII CEPEeIOBHIIIA.

OTpumaHi pe3yabTaTd CTBOPIOIOTH OCHOBY JUIS TOMAJIBIIOTO PO3BUTKY
CUCTEMH, 30KpeMa IIIISXOM YCKIAQJHEHHS CEepEeJIOBUINA, BBEJCHHS OararoareHTHOI
B3a€MO/Iii, BUKOPWUCTAHHS BI3yaJIbHUX CIIOCTEpPEKEHb ab0 TMEPEeHEeCeHHS MOjesi Ha
peanbHi amapartHi riargopmu. Lle miATBEpmKye NPaKTUUHY IIHHICTH MPOBEACHUX
JOCIIJIPKEHb Ta TEPCIEKTUBHICTh BUKOPUCTAHHS METOIB HABYAHHS 3 IMIAKPITUICHHSIM

JUTSL 3a7a4 1HTEJIEKTYaJIbHOTO CYIIPOBOAY B TMHAMIYHUX CEPEIOBUIIAX.

BucHoBku 10 po3ainy 4

VY derBepTOMy pPO3IUTI MPOBEACHO EKCIEPUMEHTAIbHI JOCHIDKEHHS Ta aHaji3
pe3yabTaTiB HaBYaHHS 1HTEIEKTYallbHOI CUCTEMHU CYyMpOBOAY 00’€KTa y TPUBHUMIPHOMY
BIpTyaJbHOMY cepenoBulll. Po3missHyTO AMHAMIKy OCHOBHMX MOKAa3HMKIB, IO
XapaKTepu3yloTh TMPOIEC HABYAHHA areHra Ta SKICTh C(HOPMOBAHOI TMONITHKA
[IOBEIIHKH.

AHaJi3 KyMyJISITABHOI BUHArOPOJAM Ta TPUBAJIOCTI €Mi30/1iB MOKa3aB MOCTYIOBUI
mepexiji areHra BiJg HecTaOUIbHOI BUIAIKOBOI TOBEIIHKKM JO CTIMKOI Ta
iJecnpsiMOBaHOi cTparerii cynpoBoay. JociipkeHHs MOKa3HUKIB BTPAT MOJITHUKU Ta
GyHKIIT MIHHOCTI MIATBEPAUIO CTAOUTHHICTH MPOIECY OMTHMI3aIii Ta KOPEKTHICTh
HaJalllTyBaHb  QJIrOPUTMY HaBYaHHA. AHai3 EHTPOMii TONITUKH  3aCBIIYMB
30amaHCOBaHUM MepexiJl BiA MOCHIAHUIBKOI 10 OUIbII JI€TepMIHOBAHOI MOBEIIHKH

arctHra.
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OtpumaHi pe3ylnbTaTH CBIA4aTh MPO €(PEKTUBHICTh 3aCTOCYBAHHS METOIIB
HaBYAHHS 3 MIAKpimieHHsAM Ta ¢peitmBopky Unity ML-Agents ans 3amad cynpoBoy
PYXOMHX O0O0’€KTIB y TPHUBUMIPHHMX BIPTyaJbHHX CEpPEAOBUIIAX 1 MiATBEPIKYIOTh

JOIIBHICTh OOPaHOTO MiAX0AY 0 MOOYAOBH 1HTEIEKTYaIbHOT CHCTEMH CYIIPOBOIY.

2025 p. I'unsxa Bacwie



62

Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InTenexryanpHa cucteMa cynpoBony o0'ekta B 3D-cepenoBuii Ha 6a3i Unity Ta HEHpOHHHX Mepex

BUCHOBKH

VY Xoali mpOBENEHOT0 JOCHIKEHHS OyJl0 BHUKOHAaHO KOMILUIEKCHY PpPO3pOOKY
IHTEJEKTYaJlbHOI CHCTEMHM CYNpPOBOAY O00’€KTa B TPUBHUMIPHOMY CEPEIOBHUIII 3
BUKOpUCTaHHAM pytmist Unity Ta miaxoAiB ITTMOMHHOTO HABYAHHS 3 MIAKPIIUICHHSAM. Y
po0OoTI Oy/no pPO3MISHYTO TEOPETUYHI aCHeKTH 3ajadl CYMNpOBOAY, MPOaHAI30BaHO
CydyacHI METOAM Ta TMIIXOAM JO il PO3B’S3aHHs, a TaKOXK BU3HAYEHO IepeBaru
3aCTOCYBaHHSI HEMPOMEPEKEBUX TEXHOJIOTIH Y MOPIBHAHHI 3 KIIACHYHUMH aJITOPUTMaMU
KepyBaHHSI.

Y  mepmioMy po3nuli  BUKOHAHO OIS OCOOJNIMBOCTEM  CympoBOAY B
3D-cepenoBuIliax Ta TMPEACTaBICHO XapaKTEPUCTUKY TPAAMIINHUX 1 HEUPOHHUX
METOJ[IB BUPIMICHHS 3aja4l. bylo BCTaHOBICHO, IO KJIIACHYHI aJITOPUTMHU, TTOTIPH iXHEIO
€(EeKTUBHICTh Y KOHTPOJIbOBAHUX CEPEIOBUINAX, CYTTEBO MOCTYIMAIOTHCS Y JUHAMIYHUX
yMOBaxX, J€¢ HeoOXiJHa aJanTuBHICTb. HaromicTh MeTOAM DIMOMHHOTO HaBYAHHS,
30KpeMa aJrOpuTMU TIAKPITUICHHS, 3a0€3MeYyI0Th MOXIJIHMBICTh  CaMOCTIHHOTO
(dbopMyBaHHS TIOBEIIHKOBOI CTpAaTeTii areHTa Ta JO3BOJSIOTH JOCATTH BHCOKOTO PiBHS
THYYKOCTI.

Hpyruit po3nin OyB MPUCBAYEHUW CTPYKTYypHI moOymoBi cucremu. byro
JeTaJIbHO OMKCAaHO KOMIOHEHTH apXiTekTypu: 3D-cepenoBuile, CEHCOPHY MiACUCTEMY,
MOyl TIPUUHSATTS pillleHb, YMPaBIiHHA PyXoM, (YHKIII0 BHHArOpPOAM Ta MEXaHi3M
HaBYAaHHS. PO3MISIHYTO 1HCTPYMEHTH, IO BUKOPUCTOBYBAJIUCS JIJIsl pealiizallii CUCTeMH,
a came Unity, C#, ML-Agents, Python ta PyTorch. Iloeqnanns mux TexHOJOT1H
JI03BOJIUJIO CTBOPUTH LUIICHY Ta y3TOKeHY Iuiaropmy AJis MOJEIIOBaHHS MOBEAIHKA
aBTOHOMHOTO areHTa.

VY TperhOoMy pO3iTIi OMUCAHO peati3allil0 areHTa, MoOyIOBY CEpeIOBHUIINA IS
HABYAHHS, a TaKOX pe3yJbTaTH TecTyBaHHsA Mojeni. [lig yac HaBuaHHS areHT 37100yB
3ATHICTh €(PEKTUBHO BHU3HAYATH HANPSAMOK PYXy LI, MIATPUMYBATH ONTHUMAJIbHY

JUCTAHITII0, YHUKATH TIEPEIIKOI Ta aJanTyBaTUCs J0 3MIH y MOBEIHII 1l Pesynbraru
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TECTyBaHHS 3aCBITUWIM, IO areHT JAEMOHCTPYE CTaOUIbHY Ta y3TOMKEHY MOBEIIHKY,
YCIIIIHO CIPABIISETHCS 3 MOCTABICHUMH 3aBJAaHHSMHU Ta MOXE IMPAIfOBaTH B YMOBaX
PI3HOI CKJIATHOCTI CEPEIOBHUILA.

VY 4yerBepTOMY pO3ALUII MPOBENCHO EKCIIEPUMEHTANIbHI JOCTI/HKEHHS Ta aHali3
pe3yabTaTiB HaBYaHHS areHTa, U0 MIATBEPAWIN CTAOUIbHICTH C(POPMOBAHOI MOTITHKU
MOBEIIHKY Ta €(DEKTHUBHICTh POOOTH CUCTEMH B CEPEOBHINAX PI3HOT CKIATHOCTI.

VY3aranpHIOIOUM pe3yabTaTd poOOTH, MOXKHA CTBEPIKYBAaTH, 110 BUKOPUCTAHHS
METOJIB HaBYaHHS 3 MIJKPIIUIEHHAM Yy To€aHaHHI 3 pyuieMm Unity € Ji€BUM
IHCTPYMEHTOM JUISI CTBOPEHHSI IHTENEKTyaJIbHHX CHCTEM CYIPOBOAY 0O’ €KTIB.
OTpuMani pe3yJbTaTd BIJKPUBAIOTH MOXJIMBOCTI ISl TMOAANBINOI  MOAEpHi3alii
CUCTEMHM, PO3IIMpEHHS i1 (YHKIIIOHAJBHOCTI Ta ajanTtamii 10 peanbHHUX CIEHApIiB.
[lepcnekTUBHUMHU HampsMaMH PO3BUTKY € BIOCKOHaJeHHS (yHKII BHUHAropoj,
IHTerpalis CKJIAAHIIIUX CEHCOPHUX CHUCTEM, PO3LIMPEHHS TeOMETPIi cepeoBHIla, a
TaKOX 3aCTOCYBaHHS OUTBII MPOCYHYTUX AJTOPUTMIB ITTHOMHHOTO HAaBYaHHSI.

CdopmoBana cuctemMa AEMOHCTPYE MPAKTUYHY 3HAYYUIICTh 3alPONOHOBAHOTO
OiAXO0My Ta MIATBEPIKYE, IO TMOEAHAHHS METOAIB DIMOWHHOIO HaBYaHHA 3
HIIKPITUICHHSM 1 TPUBHMIPHUX CHUMYIAIIN € €(EeKTUBHUM IHCTPYMEHTOM ISt

MO/JIETIOBAHHSI ABTOHOMHOI MTOBEAIHKM areHTIB y CKJIaJIHUX BIPTyaJbHUX CEPEIOBUIIIAX.
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JIONATOK A

IIporpamua peaJnisaiisi areHTiB HAaBYAHHA 3 MIAKPINJICHHAM JJIsI

KepPyBaHHHA 0€3MUIOTHUM JIITAJIBHUM allapaToM

DroneAgent.cs

using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using Unity. MLAgents;

using Unity. MLAgents.Sensors;
using Unity. MLAgents.Actuators;

public class DroneAgent : Agent
{
private Transform tfAgent;
private Rigidbody rbAgent;
private Transform tfTarget;
private Transform tfObstacles;

private float maxSpeed = 50.0f;
private float addForce = 25.0f;
private float rotSpeed = 10.0f;

private float distAfter;
private float distBefore;

private RaycastHit rayHit;

private float rayAngle = 10.0f;
private float rayDistance = 10.0f;
private float rayDistance2 = 25.0f;
private float rayDiameter = 10.0f;

private Renderer renderGround;
private Renderer renderTarget;

public override void Initialize()
{
MaxStep = 2000;
tfAgent = GetComponent<Transform>();
rbAgent = GetComponent<Rigidbody>();
tfTarget = transform.parent.Find("Target").gameObject. GetComponent<Transform>();

tfObstacles = transform.parent.Find("Obstacles").gameObject. GetComponent<Transform>()
renderGround = transform.parent.Find("Ground").gameObject.GetComponent<Renderer>();

renderTarget = transform.parent.Find("Target").gameObject. GetComponent<Renderer>();

}

public override void OnEpisodeBegin()
{

rbAgent.velocity = Vector3.zero;
rbAgent.angularVelocity = Vector3.zero;
tfAgent.eulerAngles = Vector3.zero;

tfAgent.localPosition = new Vector3(0.0f, 50.0f, -25.0f);
tfTarget.localPosition = new Vector3(0.0f, 50.0f, 1025.0f);
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distBefore = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);

StartCoroutine(RevertMaterial());

}

public override void CollectObservations(VectorSensor sensor)

{

sensor.AddObservation(tfAgent.localPosition);
sensor.AddObservation(tfTarget.localPosition);
sensor.AddObservation(rbAgent.velocity);
sensor.AddObservation(rbAgent.angularVelocity);

}

public override void OnActionReceived(ActionBuffers actions)

{
float positionX = Mathf.Clamp(actions.ContinuousActions[0], -1.0f, 1.0f);

float positionY = Mathf.Clamp(actions.ContinuousActions[1], -1.0f, 1.0f);
float positionZ = Mathf.Clamp(actions.ContinuousActions[2], -1.0f, 1.0f);
Vector3 directionP = Vector3.right * positionX + Vector3.up * positionY + Vector3.forward * positionZ;

if (rbAgent.velocity.magnitude < maxSpeed) rbAgent. AddForce(directionP.normalized * addForce);

distAfter = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);
AddReward((distBefore - distAfter) * 10f);
distBefore = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);

}

public override void Heuristic(in ActionBuffers actionsOut) {}

private void OnCollisionEnter(Collision collision)

{

if (collision.gameObject.name.Equals("Target"))

{
GameObject.Find("TestDirector").GetComponent<TestDirector>().IncreaseSuccess();
renderGround.material.color = Color.green;

AddReward(10f);
EndEpisode();

}

else
GameODbject.Find("TestDirector").GetComponent<TestDirector>().IncreaseFailed();
renderGround.material.color = Color.red;

SetReward(-10f);
EndEpisode();
h
}
private float RayObservation(float angleX, float angleY, float angleZ, float limitDistance)
{

var eulerAngle = Quaternion.Euler(angleX, angleY, angleZ);
var direction = eulerAngle * tfAgent.forward,

Physics.Raycast(tfAgent.localPosition, direction, out rayHit, limitDistance);
return rayHit.distance >= Of ? rayHit.distance / limitDistance : -1f;

}

private float SphereRayObservation(float angleX, float angleY, float angleZ, float limitDistance)

{

var eulerAngle = Quaternion.Euler(angleX, angleY, angleZ);
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var direction = eulerAngle * tfAgent.forward,

Physics.SphereCast(tfAgent.localPosition, rayDiameter / 2.0f, direction, out rayHit, limitDistance);
return rayHit.distance >= 0 ? rayHit.distance / limitDistance : -1f;

}

IEnumerator RevertMaterial()

{
yield return new WaitForSeconds(0.3f);
renderGround.material.color = Color.white;
renderTarget.material.color = Color.blue;

H
void Start() {}

void Update()

tfAgent.LookAt(new Vector3(tfTarget.position.x, tfAgent.position.y, tfTarget.position.z));
Debug.DrawRay(tfAgent.position, (tfTarget.localPosition - tfAgent.localPosition), Color.black);

}

private void OnDrawGizmos()

{
Gizmos.color = Color.green;
var eulerAngleU = Quaternion.Euler(rayAngle, 0f, 0f) * transform.forward,;
var eulerAngleD = Quaternion.Euler(-rayAngle, 0f, 0f) * transform.forward;
Gizmos.DrawRay(transform.position, transform.up * rayDistance);
Gizmos.DrawRay(transform.position, -transform.up * rayDistance);
Gizmos.DrawRay(transform.position, eulerAngleU * rayDistance2);
Gizmos.DrawRay(transform.position, eulerAngleD * rayDistance?2);

Gizmos.color = Color.red;

var eulerAngleL = Quaternion.Euler(0f, -rayAngle, 0f) * transform.forward;
var eulerAngleR = Quaternion.Euler(0f, rayAngle, 0f) * transform.forward;
Gizmos.DrawRay(transform.position, -transform.right * rayDistance);
Gizmos.DrawRay(transform.position, transform.right * rayDistance);
Gizmos.DrawRay(transform.position, eulerAngleL * rayDistance2);
Gizmos.DrawRay(transform.position, eulerAngleR * rayDistance?2);

Gizmos.color = Color.blue;
Gizmos.DrawRay(transform.position, transform.forward * rayDistance2);

Gizmos.color = Color.cyan;
Gizmos.DrawWireSphere(transform.position + transform.forward, rayDistance);
H
}

YoloAgent.cs

using System.Collections;

using System.Collections.Generic;
using System.Text.RegularExpressions;
using UnityEngine;

using UnityEngine.UI;

using Unity. MLAgents;

using Unity. MLAgents.Sensors;

using Unity.MLAgents. Actuators;

public class YoloAgent : Agent
{
2025 p. I'unsxa Bacwie



Kagenpa inTenexryanbHux iHOPMALIHHIX CHCTEM
InrenexTyanabpHa cucteMa cynpoBoay o6'ekra B 3D-cepenoBuii Ha 6a3i Unity Ta HEHPOHHHUX Mepex

private Transform tfAgent;
private Rigidbody rbAgent;
private Transform tfTarget;

private float addForce = 25.0f;
private float rotSpeed = 25.0f;

private float distAfter;
private float distBefore;
private float sumReward = 0.0f;

private Renderer renderFloor;
private Renderer renderTarget;

private Camera cameral;
private Camera camera2;
private Camera camera3;
private Camera camera4;
private Camera cameras;
private Camera camerao;

[SerializeField] private List<GameObject> findList] = null;
[SerializeField] private List<GameObject> findList2 = null;
[SerializeField] private List<GameObject> findList3 = null;
[SerializeField] private List<GameObject> findList4 = null;
[SerializeField] private List<GameObject> findList5 = null;
[SerializeField] private List<GameObject> findList6 = null;

public override void Initialize()

{
MaxStep = 1000;
tfAgent = GetComponent<Transform>();
rbAgent = GetComponent<Rigidbody>();
tfTarget = transform.parent.Find("Target").gameObject. GetComponent<Transform>();
renderFloor = transform.parent.Find("Ground").gameObject. GetComponent<Renderer>();
renderTarget = transform.parent.Find("Target").gameObject. GetComponent<Renderer>();

cameral = transform.Find("Cameral").gameObject.GetComponent<Camera>();
camera? = transform.Find("Camera2").gameObject.GetComponent<Camera>();
camera3 = transform.Find("Camera3").gameObject. GetComponent<Camera>();
camera4 = transform.Find("Camera4").gameObject. GetComponent<Camera>();
camera5 = transform.Find("Camera5").gameObject. GetComponent<Camera>();
camera6 = transform.Find("Camera6").gameObject. GetComponent<Camera>();

}

public override void OnEpisodeBegin()
{
sumReward = 0.0f;
rbAgent.velocity = Vector3.zero;
rbAgent.angularVelocity = Vector3.zero;
tfAgent.localEulerAngles = new Vector3(0, 0, 0);
tfAgent.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.0f),
Random.Range(-45.0f, 45.01));
tfTarget.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.01),
Random.Range(-45.0f, 45.01));
foreach (Transform child in GameObject.Find("Obstacles").transform)
child.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.0f),
Random.Range(-45.0f, 45.01));
distBefore = (tfAgent.localPosition - tfTarget.localPosition).magnitude;
StartCoroutine(RevertMaterial());
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}

public override void CollectObservations(VectorSensor sensor)

{
sensor.AddObservation(tfAgent.localPosition - tfTarget.localPosition);
sensor.AddObservation(tfTarget.localPosition);
sensor.AddObservation(tfAgent.localPosition);
sensor.AddObservation(rbAgent.velocity.x);
sensor.AddObservation(rbAgent.velocity.y);
sensor.AddObservation(rbAgent.velocity.z);

H

public override void OnActionReceived(ActionBuffers actions)
{
float upDown = Mathf.Clamp(actions.ContinuousActions[0], -1.0f, 1.0f);
float backForth = Mathf.Clamp(actions.ContinuousActions[1], -1.0f, 1.0f);
float leftRight = Mathf.Clamp(actions.ContinuousActions[2], -1.0f, 1.0f);
Vector3 direction = Vector3.up * upDown + Vector3.forward * backForth + Vector3.right * leftRight;
rbAgent. AddForce(direction.normalized * addForce);

foreach (Transform child in GameObject.Find("Obstacles").transform)

{

Vector3 viewPos1 = cameral.WorldToViewportPoint(child.position);
if (0 <= viewPosl.x && viewPosl.x <=1 && 0 <= viewPosl.y && viewPosl.y <= 1 && 0 < viewPos1.z)

{
Debug.Log("Object Name in Cameral =" + child.name);
H
}
string[] labels_high = { "Person", "Bus", "Car", "Motorbike", "Bird", "Cat", "Dog", "Train", "Bicycle" };

[l
string[] labels_middle = { "Plane", "Table", "Chair", "Sofa", "TV", "Bottle", "Plant" };
string[] labels_low = { "Boat", "Cow", "Horse", "Sheep" };
var list_labels_high = new List<string>();
var list_labels_middle = new List<string>();
var list_labels low = new List<string>();
list labels high.AddRange(labels high);
list_labels middle.AddRange(labels_middle);
list_labels low.AddRange(labels_low);

for (inti=1; i <= 6; i++)
foreach (Transform child in GameObject.Find("Result" + i).transform)

if (child.gameObject.activeSelf)
{
string text = child. GetComponentInChildren<Text>().text;
float percent = float.Parse(Regex.Replace(text, @"\D", "")) / 100;
float areaThreshold = 100.0f;
float width = child. GetComponent<RectTransform>().rect.width;
float height = child.GetComponent<RectTransform>().rect.height;
float areaWeight = Mathf.Clamp(width * height, 0, areaThreshold * areaThreshold) / (areaThreshold *
areaThreshold);
float penalty = 0.0f;
string[] label = text.Split(' );
if (list_labels high.Contains(label[0]))
penalty = -2.0f * percent * areaWeight;
else if (list_labels_middle.Contains(label[0]))
penalty = -1.5f * percent * areaWeight;
else if (list_labels low.Contains(label[0]))
penalty = -1.0f * percent * areaWeight;
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AddReward(penalty);
sumReward += penalty;
}
H
}

distAfter = (tfAgent.localPosition - tfTarget.localPosition).magnitude;
GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().distance = distAfter;
AddReward((distBefore - distAfter) * 50.01);

sumReward += (distBefore - distAfter) * 50.0f;

distBefore = distAfter;

AddReward(-0.011);

sumReward += -0.01f;

}

public override void Heuristic(in ActionBuffers actionsOut)

{
var ContinousActionsOut = actionsOut.ContinuousActions;
if (Input.GetKey(KeyCode.W)) ContinousActionsOut[0] = 1.0f;
if (Input.GetKey(KeyCode.S)) ContinousActionsOut[0] = -1.0f;
if (Input.GetKey(KeyCode.UpArrow)) ContinousActionsOut[1] = 1.0f;
if (Input.GetKey(KeyCode.DownArrow)) ContinousActionsOut[1] = -1.0f;
if (Input.GetKey(KeyCode.D)) ContinousActionsOut[2] = 1.0f;
if (Input.GetKey(KeyCode.A)) ContinousActionsOut[2] = -1.0f;
if (Input.GetKey(KeyCode.Keypad4)) ContinousActionsOut[3] = -1.0f;
if (Input.GetKey(KeyCode.Keypad6)) ContinousActionsOut[3] = 1.0f;

}

void Update() {}

private void OnCollisionEnter(Collision collision)
{

Debug.Log("Collision Occured!!! Collision Name = " + collision.collider.name);

if (collision.collider.name.Equals("Target"))

{
GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().total Count += 1;
GameODbject.Find("MonitoringUI").GetComponent<MonitoringUI>().successCount += 1;
renderFloor.material.color = Color.green;
int total = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().total Count;
int success = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().successCount;
int failed = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().failedCount;
double distance = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().distance;
double accuracy = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().accuracy;
sumReward += 50.0f;
Debug.Log("Total =" + total + " | Success =" + success + " | Failed =" + failed + " | Accuracy =" +

accuracy.ToString("P")
+ " | Distance =" + distance. ToString("F") + "m | sumReward = " + sumReward.ToString("F"));

AddReward(50.01);
EndEpisode();

}

else

{
GameODbject.Find("MonitoringUI").GetComponent<MonitoringUI>().total Count += 1;
GameODbject.Find("MonitoringUI").GetComponent<MonitoringUI>().failedCount += 1;
renderFloor.material.color = Color.red;
int total = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().total Count;
int success = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().successCount;
int failed = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().failedCount;
double distance = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().distance;
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double accuracy = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().accuracy;
sumReward += -50.0f;
Debug.Log("Total =" + total + " | Success =" + success + " | Failed =" + failed + " | Accuracy =" +
accuracy.ToString("P")
+ " | Distance =" + distance.ToString("F") + "m | sumReward =" + sumReward. ToString("F"));
AddReward(-50.0f);
EndEpisode();
}
H

IEnumerator RevertMaterial()

{
yield return new WaitForSeconds(0.3f);
renderFloor.material.color = Color.white;
renderTarget.material.color = Color.blue;

H
}

CameraAgent.cs

using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using Unity.MLAgents;

using Unity.MLAgents.Sensors;
using Unity.MLAgents. Actuators;

public class CameraAgent : Agent
{
private Transform tfAgent;
private Rigidbody rbAgent;
private Transform tfTarget;

private float addForce = 25.0f;
private float rotSpeed = 25.0f;

private float distAfter;
private float distBefore;
private float limitDistance = 15.0f;

private Renderer renderFloor;
private Renderer renderTarget;

private Camera cameral;
private Camera camera?2;
private Camera camera3;
private Camera camera4;
private Camera camera5;
private Camera camera6;

public override void Initialize()

{
MaxStep = 1000;
tfAgent = GetComponent<Transform>();
rbAgent = GetComponent<Rigidbody>();
tfTarget = transform.parent.Find("Target").gameObject. GetComponent<Transform>();
renderFloor = transform.parent.Find("Ground").gameObject. GetComponent<Renderer>();
renderTarget = transform.parent.Find("Target").gameObject. GetComponent<Renderer>();

cameral = transform.Find("Cameral").gameObject. GetComponent<Camera>();
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camera? = transform.Find("Camera2").gameObject. GetComponent<Camera>();
camera3 = transform.Find("Camera3").gameObject. GetComponent<Camera>();
camera4 = transform.Find("Camera4").gameObject.GetComponent<Camera>();
camera5 = transform.Find("Camera5").gameObject.GetComponent<Camera>();
camera6 = transform.Find("Camera6").gameObject.GetComponent<Camera>();

}

public override void OnEpisodeBegin()

{
rbAgent.velocity = Vector3.zero;
rbAgent.angularVelocity = Vector3.zero;
tfAgent.localEulerAngles = new Vector3(0, 0, 0);

tfAgent.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.0f),
Random.Range(-45.0f, 45.01));
tfTarget.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.0f),
Random.Range(-45.0f, 45.0f));
foreach (Transform child in GameObject.Find("Obstacles").transform)
child.localPosition = new Vector3(Random.Range(-45.0f, 45.0f), Random.Range(10.0f, 90.0f),
Random.Range(-45.0f, 45.01));

distBefore = (tfAgent.localPosition - tfTarget.localPosition).magnitude;
StartCoroutine(RevertMaterial());

}

public override void CollectObservations(VectorSensor sensor)

{
sensor.AddObservation(tfAgent.localPosition - tfTarget.localPosition);
sensor.AddObservation(tfTarget.localPosition);
sensor.AddObservation(tfAgent.localPosition);
sensor.AddObservation(rbAgent.velocity.x);
sensor.AddObservation(rbAgent.velocity.y);
sensor.AddObservation(rbAgent.velocity.z);

H

public override void OnActionReceived(ActionBuffers actions)

{
float upDown = Mathf.Clamp(actions.ContinuousActions[0], -1.0f, 1.0f);
float backForth = Mathf.Clamp(actions.ContinuousActions[1], -1.0f, 1.0f);
float leftRight = Mathf.Clamp(actions.ContinuousActions[2], -1.0f, 1.0f);

Vector3 direction = Vector3.up * upDown + Vector3.forward * backForth + Vector3.right * leftRight;
rbAgent. AddForce(direction.normalized * addForce);

foreach (Transform child in GameObject.Find("Obstacles").transform)

Vector3[] views = {
cameral.WorldToViewportPoint(child.position),
camera2. WorldToViewportPoint(child.position),
camera3.WorldToViewportPoint(child.position),
camera4. WorldToViewportPoint(child.position),
camera5.WorldToViewportPoint(child.position),
camera6.WorldToViewportPoint(child.position)

|5

foreach (var view in views)

{
if (0 <= view.x && view.x <= 1 && 0 <= view.y && view.y <= 1 && 0 < view.z)

{

float distance = (tfAgent.localPosition - child.localPosition).magnitude;
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if (distance < limitDistance)
AddReward((limitDistance - distance) / limitDistance);
H

}
}

distAfter = (tfAgent.localPosition - tfTarget.localPosition).magnitude;
GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().distance = distAfter;
AddReward((distBefore - distAfter) * 10.0f);

distBefore = distAfter;

AddReward(-0.011);

}

public override void Heuristic(in ActionBuffers actionsOut)
{
var ContinousActionsOut = actionsOut.ContinuousActions;
if (Input.GetKey(KeyCode.W))
ContinousActionsOut[0] = 1.0f;
if (Input.GetKey(KeyCode.S))
ContinousActionsOut[0] = -1.0f;
if (Input.GetKey(KeyCode.UpArrow))
ContinousActionsOut[1] = 1.0f;
if (Input.GetKey(KeyCode.DownArrow))
ContinousActionsOut[1] = -1.0f;
if (Input.GetKey(KeyCode.D))
ContinousActionsOut[2] = 1.0f;
if (Input.GetKey(KeyCode.A))
ContinousActionsOut[2] = -1.0f;
if (Input.GetKey(KeyCode.Keypad4))
ContinousActionsOut[3] = -1.0f;
if (Input.GetKey(KeyCode.Keypad6))
ContinousActionsOut[3] = 1.0f;

}

private void OnCollisionEnter(Collision collision)

{
Debug.Log("Collision Occured!!! Collision Name =" + collision.collider.name);
var ui = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>();

if (collision.collider.name.Equals("Target"))
{
ui.totalCount += 1;
ui.successCount += 1;
renderFloor.material.color = Color.green;
AddReward(10.01);
H

else

{

ui.totalCount += 1;

ui.failedCount += 1;
renderFloor.material.color = Color.red;
AddReward(-10.0f);

}

Debug.Log("Total =" + ui.totalCount + " | Success =" + ui.successCount + " | Failed =" + ui.failedCount +
" | Accuracy =" + ui.accuracy.ToString("P") + " | Distance = " + ui.distance. ToString("F") + "m");
EndEpisode();

}

[Enumerator RevertMaterial()
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{

yield return new WaitForSeconds(0.3f);
renderFloor.material.color = Color.white;
renderTarget.material.color = Color.blue;

H
}

DroneAgent_Bakl.cs

using System.Collections;

using System.Collections.Generic;
using System.Text.RegularExpressions;
using UnityEngine;

using UnityEngine.Ul;

using Unity. MLAgents;

using Unity. MLAgents.Sensors;

using Unity. MLAgents.Actuators;

public class DroneAgent Bakl : Agent
{

private Transform tfAgent;

private Rigidbody rbAgent;

private Transform tfTarget;

private Transform tfObstacles;

private float maxSpeed = 50.0f;
private float addForce = 25.0f;
private float rotSpeed = 10.0f;

private float distAfter;
private float distBefore;

private RaycastHit rayHit;

private float rayAngle = 10.0f;
private float rayDistance = 10.0f;
private float rayDistance2 = 25.0f;
private float rayDiameter = 10.0f;

private Renderer renderGround;
private Renderer renderTarget;

public override void Initialize()
{
MaxStep = 2000;
tfAgent = GetComponent<Transform>();
rbAgent = GetComponent<Rigidbody>();
tfTarget = transform.parent.Find("Target").gameObject. GetComponent<Transform>();

tfObstacles = transform.parent.Find("Obstacles").gameObject. GetComponent<Transform>()
renderGround = transform.parent.Find("Ground").gameObject. GetComponent<Renderer>();

renderTarget = transform.parent.Find("Target").gameObject. GetComponent<Renderer>();

}

public override void OnEpisodeBegin()
{
rbAgent.velocity = Vector3.zero;
rbAgent.angularVelocity = Vector3.zero;
tfAgent.eulerAngles = Vector3.zero;
tfAgent.localPosition = new Vector3(0.0f, 50.0f, -25.0f);
tfTarget.localPosition = new Vector3(0.0f, 50.0f, 1025.0f);
distBefore = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);
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StartCoroutine(RevertMaterial());

}

public override void CollectObservations(VectorSensor sensor)

{
sensor.AddObservation(tfAgent.localPosition);
sensor.AddObservation(tfTarget.localPosition);
sensor.AddObservation(rbAgent.velocity);
sensor.AddObservation(rbAgent.angularVelocity);
sensor.AddObservation(CameraObservation("Result] L", "Result] R"));

b

public override void OnActionReceived(ActionBuffers actions)
{
float positionX = Mathf.Clamp(actions.ContinuousActions[0], -1.0f, 1.0f);
float positionY = Mathf.Clamp(actions.ContinuousActions[1], -1.0f, 1.0f);
float positionZ = Mathf.Clamp(actions.ContinuousActions[2], -1.0f, 1.0f);
Vector3 directionP = Vector3.right * positionX + Vector3.up * positionY + Vector3.forward * positionZ;

if (rtbAgent.velocity.magnitude < maxSpeed) rbAgent. AddForce(directionP.normalized * addForce);
distAfter = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);

AddReward((distBefore - distAfter) * 10f);

distBefore = distAfter;

}

public override void Heuristic(in ActionBuffers actionsOut) { }

private void OnCollisionEnter(Collision collision)

{

if (collision.gameObject.name.Equals("Target"))

{
GameODbject.Find("TestDirector").GetComponent<TestDirector>().IncreaseSuccess();
renderGround.material.color = Color.green;

AddReward(10f);
EndEpisode();

}

else

{

GameObject.Find("TestDirector").GetComponent<TestDirector>().IncreaseFailed();
renderGround.material.color = Color.red,;
SetReward(-10f);
EndEpisode();
§
H

private float CameraObservation(string resultl, string result2)
{

float limitDistance = 15.0f;

Vector2 center = new Vector2(75.0f, 75.0f);

float f=225.0f;

float W = 150.0f;

float B = 1.0f;

for (int i = 0; 1 < 50; i++)
{
GameObject childL = GameObject.Find(resultl).transform.GetChild(i).gameObject;

GameObject childR = GameObject.Find(result2).transform.GetChild(i).gameObject;

if (childL.activeSelf && childR.activeSelf)

{
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string textL = childL.GetComponentInChildren<Text>().text;
string textR = childR.GetComponentInChildren<Text>().text;
float accuracyL = float.Parse(Regex.Replace(textL, @"\D", "")) / 100;
float accuracyR = float.Parse(Regex.Replace(textR, @"\D", "")) / 100;

float widthL = childL.GetComponent<RectTransform>().rect.width;
float heightL = childL.GetComponent<RectTransform>().rect.height;
float widthR = childR.GetComponent<RectTransform>().rect.width;
float heightR = childR.GetComponent<RectTransform>().rect.height;

float posLX = childL.GetComponent<RectTransform>().anchoredPosition.x;
float posLY = childL.GetComponent<RectTransform>().anchoredPosition.y;
float posRX = childR.GetComponent<RectTransform>().anchoredPosition.x;
float posRY = childR.GetComponent<RectTransform>().anchoredPosition.y;

Vector2 posL = new Vector2(posLX - center.x, posLY - center.y);
Vector2 posR = new Vector2(posRX - center.x, posRY - center.y);

float w = (widthL + widthR) / 2;

float b = Vector2.Distance(Vector2.zero, posL - posR);
float D1 =(B * f) / b;

float D2 = (W * f) / w;

return (-limitDistance / (D1 + limitDistance));

}
}

return -1;

}

private float RayObservation(float angleX, float angleY, float angleZ, float limitDistance)
{

var eulerAngle = Quaternion.Euler(angleX, angleY, angleZ);

var direction = eulerAngle * tfAgent.forward;

Physics.Raycast(tfAgent.localPosition, direction, out rayHit, limitDistance);

return rayHit.distance >= Of ? rayHit.distance / limitDistance : -1f;

}

private float SphereRayObservation(float angleX, float angleY, float angleZ, float limitDistance)
{
var eulerAngle = Quaternion.Euler(angleX, angleY, angleZ);
var direction = eulerAngle * tfAgent.forward,
Physics.SphereCast(tfAgent.localPosition, rayDiameter / 2.0f, direction, out rayHit, limitDistance);
return rayHit.distance >= 0 ? rayHit.distance / limitDistance : -1f;

}

IEnumerator RevertMaterial()

{

yield return new WaitForSeconds(0.3f);
renderGround.material.color = Color.white;
renderTarget.material.color = Color.blue;

}

void Start() { }

void Update()

{
tfAgent.LookAt(new Vector3(tfTarget.position.x, tfAgent.position.y, tfTarget.position.z));

Debug.DrawRay(tfAgent.position, (tfTarget.localPosition - tfAgent.localPosition), Color.black);
}
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private void OnDrawGizmos()

{

Gizmos.color = Color.green;

var eulerAngleU = Quaternion.Euler(rayAngle, 0f, 0f) * transform.forward;
var eulerAngleD = Quaternion.Euler(-rayAngle, 0f, 0f) * transform.forward;
Gizmos.DrawRay(transform.position, transform.up * rayDistance);
Gizmos.DrawRay(transform.position, -transform.up * rayDistance);
Gizmos.DrawRay(transform.position, eulerAngleU * rayDistance?2);
Gizmos.DrawRay(transform.position, eulerAngleD * rayDistance2);

Gizmos.color = Color.red;

var eulerAngleL = Quaternion.Euler(0f, -rayAngle, 0f) * transform.forward;
var eulerAngleR = Quaternion.Euler(0f, rayAngle, 0f) * transform.forward,
Gizmos.DrawRay(transform.position, -transform.right * rayDistance);
Gizmos.DrawRay(transform.position, transform.right * rayDistance);
Gizmos.DrawRay(transform.position, eulerAngleL * rayDistance2);
Gizmos.DrawRay(transform.position, eulerAngleR * rayDistance2);

Gizmos.color = Color.blue;
Gizmos.DrawRay(transform.position, transform.forward * rayDistance?2);

Gizmos.color = Color.cyan;

Gizmos.DrawWireSphere(transform.position + transform.forward, rayDistance);

StereoAgent.cs

using System.Collections;

using System.Collections.Generic;
using System.Text.RegularExpressions;
using UnityEngine;

using UnityEngine.Ul;

using Unity.MLAgents;

using Unity.MLAgents.Sensors;

using Unity.MLAgents. Actuators;

public class StereoAgent : Agent

{

private Transform tfAgent;
private Rigidbody rbAgent;
private Transform tfTarget;

private float distAfter;
private float distBefore;
private float addForce = 25.0f;

private Renderer renderFloor;
private Renderer renderTarget;

public override void Initialize()

{

}

MaxStep = 1000;

tfAgent = GetComponent<Transform>();

rbAgent = GetComponent<Rigidbody>();

tfTarget = transform.parent.Find("Target").GetComponent<Transform>();
renderFloor = transform.parent.Find("Ground").GetComponent<Renderer>();
renderTarget = transform.parent.Find("Target").GetComponent<Renderer>();
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public override void OnEpisodeBegin()

{
rbAgent.velocity = Vector3.zero;
rbAgent.angularVelocity = Vector3.zero;
tfAgent.localEulerAngles = Vector3.zero;

tfAgent.localPosition = new Vector3(Random.Range(-45f, 45f), Random.Range(10f, 90f), Random.Range(-45f, 451));
tfTarget.localPosition = new Vector3(Random.Range(-45f, 45f), Random.Range(10f, 90f), Random.Range(-45f, 451));

foreach (Transform child in GameObject.Find("Obstacles").transform)
child.localPosition = new Vector3(Random.Range(-45f, 45f), Random.Range(10f, 90f), Random.Range(-45f, 451));

distBefore = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);
StartCoroutine(RevertMaterial());

}

public override void CollectObservations(VectorSensor sensor)

{
sensor.AddObservation(tfAgent.localPosition - tfTarget.localPosition);
sensor.AddObservation(tfTarget.localPosition);
sensor.AddObservation(tfAgent.localPosition);
sensor.AddObservation(rbAgent.velocity);

}

public override void OnActionReceived(ActionBuffers actions)

{
float upDown = Mathf.Clamp(actions.ContinuousActions[0], -1, 1f);
float backForth = Mathf.Clamp(actions.ContinuousActions[1], -1f, 1f);
float leftRight = Mathf.Clamp(actions.ContinuousActions[2], -1f, 11);

Vector3 direction = Vector3.up * upDown + Vector3.forward * backForth + Vector3.right * leftRight;
rbAgent.AddForce(direction.normalized * addForce);

float limitDistance = 15f;
Vector2 center = new Vector2(75f, 75f);

float f=225f;
float W = 150f;
float B = 1f;

for (int cam = 1; cam <= 6; cam++)

{
var L = GameObject.Find($"Result{cam} L");

var R = GameObject.Find($"Result{cam} R");
for (int i = 0; 1 < 50; i++)

var left = L.transform.GetChild(i).gameObject;
var right = R.transform.GetChild(i).gameObject;

if (left.activeSelf && right.activeSelf)
{

var textL = left. GetComponentInChildren<Text>().text;
var textR = right. GetComponentInChildren<Text>().text;

float widthL = left. GetComponent<RectTransform>().rect.width;
float widthR = right. GetComponent<RectTransform>().rect.width;

float posLX = left. GetComponent<RectTransform>().anchoredPosition.x;
float posLY = left. GetComponent<RectTransform>().anchoredPosition.y;
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float posRX = right. GetComponent<RectTransform>().anchoredPosition.x;
float posRY = right.GetComponent<RectTransform>().anchoredPosition.y;

Vector2 posL = new Vector2(posLX - center.x, posLY - center.y);
Vector2 posR = new Vector2(posRX - center.x, posRY - center.y);

float w = (widthL + widthR) / 2f;
float b = Vector2.Distance(Vector2.zero, posL - posR);

float D1 =(B *f)/b;
float D2 = (W * ) / w;

AddReward(-limitDistance / (D1 + limitDistance));

distAfter = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);
GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>().distance = distAfter;

AddReward(distBefore - distAfter);
distBefore = distAfter;
AddReward(-0.1f);

}

public override void Heuristic(in ActionBuffers actionsOut)

{

var output = actionsOut.ContinuousActions;

if (Input.GetKey(KeyCode.W)) output[0] = 1f;

if (Input.GetKey(KeyCode.S)) output[0] = -1f;

if (Input.GetKey(KeyCode.UpArrow)) output[1] = 1f;

if (Input.GetKey(KeyCode.DownArrow)) output[1] = -1f;
if (Input.GetKey(KeyCode.D)) output[2] = 1f;

if (Input.GetKey(KeyCode.A)) output[2] = -1f;

if (Input.GetKey(KeyCode.Keypad4)) output[3] = -1f;

if (Input.GetKey(KeyCode.Keypad6)) output[3] = 1f;

}

private void OnCollisionEnter(Collision collision)

{

var monitor = GameObject.Find("MonitoringUI").GetComponent<MonitoringUI>();

if (collision.collider.name.Equals("Target"))

{

monitor.totalCount++;
monitor.successCount++;
renderFloor.material.color = Color.green;

AddReward(101);

}

else

{

monitor.totalCount++;
monitor.failedCount++;
renderFloor.material.color = Color.red;

AddReward(-10f);
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EndEpisode();
}

[Enumerator RevertMaterial()

{
yield return new WaitForSeconds(0.3f);

renderFloor.material.color = Color.white;
renderTarget.material.color = Color.blue;

}
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JOJATOK b
IIporpamsi 3ac00u KOMII’OTEPHOIO 30pYy AJIA BUSBJEHHS TA BidyaJizauil
00’€KTIB y CUMYJIALIHHOMY Cepea0BHIILi

Visualizer.cs

using UnityEngine;
using UnityEngine.Ul;
using Klak.TestTools;
using YoloV4Tiny;

sealed class Visualizer : MonoBehaviour

{
[SerializeField] RenderTexture rTex = null;
[SerializeField] ImageSource _source = null;
[SerializeField, Range(0, 1)] float _threshold = 0.5f;
[SerializeField] ResourceSet _resources = null;
[SerializeField] Rawlmage preview = null;
[SerializeField] Marker _markerPrefab = null;

ObjectDetector _detector;
Marker[] markers = new Marker[50];

void Start()
{

_detector = new ObjectDetector(_resources);
for (var i =0; i <_markers.Length; i++)
_markers[i] = Instantiate(_markerPrefab, preview.transform);

}

void OnDisable()
{

_detector.Dispose();

}

void OnDestroy()
{

for (var i =0; i <_ markers.Length; i++)
Destroy(_markers[i]);

}
void Update()

Texture2D tex2D = new Texture2D(rTex.width, rTex.height, TextureFormat.RGB24, false);
var oldRT = RenderTexture.active;

RenderTexture.active = rTex;

tex2D.ReadPixels(new Rect(0, 0, rTex.width, rTex.height), 0, 0);

tex2D.Apply();

RenderTexture.active = oldRT;

_detector.ProcessImage(tex2D, _threshold);

inti=0;
foreach (var d in _detector.Detections)
{

if (i==_markers.Length) break;
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_markers[i++].SetAttributes(d);

}

for (; 1 < _markers.Length; i++)
_markers[i].Hide();

_preview.texture = tex2D;

H
}

Marker.cs

using UnityEngine;
using UnityEngine.Ul;
using YoloV4Tiny;

sealed class Marker : MonoBehaviour
{
RectTransform _parent;
RectTransform _xform;
Image panel;
Text label,

public static string[] _labels = new][]

{
"Plane", "Bicycle", "Bird", "Boat",
"Bottle", "Bus", "Car", "Cat",
"Chair", "Cow", "Table", "Dog",
"Horse", "Motorbike", "Person", "Plant",
"Sheep", "Sofa", "Train", "TV"

}5

void Start()

{

_xform = GetComponent<RectTransform>();
_parent = (RectTransform) xform.parent;
_panel = GetComponent<Image>();

_label = GetComponentInChildren<Text>();

}

public void SetAttributes(in Detection d)
{

var rect = _parent.rect;

var X = d.x * rect.width;

vary = (1 - d.y) * rect.height;

var w = d.w * rect.width;

var h = d.h * rect.height;

_xform.anchoredPosition = new Vector2(x, y);
_xform.SetSizeWithCurrentAnchors(RectTransform. Axis.Horizontal, w);
_xform.SetSizeWithCurrentAnchors(RectTransform. Axis. Vertical, h);

var name = _labels[(int)d.classIndex];
_label.text = $"{name} {(int)(d.score * 100)}%";

var hue = d.classIndex * 0.073f % 1.0f;
var color = Color HSVToRGB(hue, 1, 1);
color.a = 0.4f;

_panel.color = color;
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gameObject.SetActive(true);

}

public void Hide()
=> gameObject.SetActive(false);

IndirectDraw.cs

using UnityEngine;
using UnityEngine.Ul;
using Klak.TestTools;
using YoloV4Tiny;

public sealed class IndirectDraw : MonoBehaviour

{

}

[SerializeField] ImageSource source = null;
[SerializeField, Range(0, 1)] float _threshold = 0.5f;
[SerializeField] ResourceSet _resources = null;
[SerializeField] Rawlmage preview = null;
[SerializeField] Shader shader = null;

ObjectDetector _detector;
ComputeBuffer drawArgs;
Material material;

Bounds UnitBox => new Bounds(Vector3.zero, Vector3.one);

void Start()
{
_detector = new ObjectDetector(_resources);
_drawArgs = new ComputeBuffer(4, sizeof(uint), ComputeBufferType.IndirectArguments);
_drawArgs.SetData(new [] {6, 0, 0, 0});
_material = new Material(_shader);

}

void OnDestroy()

{
_detector.Dispose();
_drawArgs.Dispose();
Destroy(_material);

}

void LateUpdate()

_detector.ProcessImage(_source.Texture, _threshold);
_detector.SetIndirectDrawCount(_drawArgs);

_material.SetBuffer(" Detections", _detector.DetectionBuffer);
Graphics.DrawProcedurallndirect(_material, UnitBox, MeshTopology.Triangles, drawArgs);
_preview.texture = _source.Texture;

}

CameraViewObject.cs

using System.Collections;
using System.Collections.Generic;
using UnityEngine;

public class Ca : MonoBehaviour
2025 p.
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[SerializeField]
private List<GameObject> findList = null;
private Camera cam;

void Start()

{

cam = UnityEngine.Camera.main;
H
void Update()

for (int i = 0; i1 < findList.Count; i++)
{
Vector3 viewPos = cam.WorldToViewportPoint(findList[i].transform.position);
if (0 <= viewPos.x && viewPos.x <= 1 && 0 <= viewPos.y && viewPos.y <= 1 && viewPos.z > 0)

Debug.Log("Object Name in Camera =" + findList[i].name);
H
}
}
}
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JOJATOK B
IIporpamua MojaeJib (Pi3MKH Ta TUHAMIKH 0araToOpoOTOPHOIO
0e3MLIIOTHOI0 JIITAJILHOIO ANApaTa

Multicopter.cs
using UnityEngine;

namespace MBaske

public class Multicopter : MonoBehaviour
{
public Transform Frame;
public Rotor[] Rotors;
public Rigidbody Rigidbody { get; private set; }
public Vector3 Inclination => new Vector3(Frame.right.y, Frame.up.y, Frame.forward.y);

[SerializeField]

private bool reversableThrust = false;
[SerializeField]

private float thrustResponse = 20;
[SerializeField]

private float thrustScale = 0.25f;
[SerializeField]

private float torqueScale = 0.075f;

[Header("Rotor Tilt (not used)")]
[SerializeField]

private float maxTiltAngle = 60;
[SerializeField, Range(-1f, 1f)]
private float pitch;
[SerializeField, Range(-1f, 1f)]
private float roll;

[SerializeField, Range(-1f, 11)]
private float yaw;

private void OnValidate()
{

for (int i = 0; i < Rotors.Length; i++)

{

Rotors[i].Reversable = reversableThrust;
Rotors[i].ThrustResponse = thrustResponse;
Rotors[i].ThrustScale = thrustScale;
Rotors[i].TorqueScale = torqueScale;

}

Initialize();
UpdateTilt(pitch, roll, yaw);
H

public void Initialize()

{
Rigidbody = Frame.GetComponent<Rigidbody>();

for (int i = 0; i < Rotors.Length; i++)

{

Rotors[i].Initialize();
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}
}

public void OnReset()
{
for (int i = 0; i < Rotors.Length; i++)
{
Rotors[i].OnReset();
}
H

public void UpdateThrust(float[] thrustNorm)
{

float dt = Time.fixedDeltaTime;

for (int i = 0; i < Rotors.Length; i++)
{
Rotors[i].UpdateThrust(thrustNorm([i], dt);
}
H

public void UpdateTilt(float pitchNorm, float rollNorm, float yawNorm)

{
Quaternion rot = Quaternion.Euler(pitchNorm * maxTiltAngle, 0, rollNorm * maxTiltAngle);
float yawAngle = yawNorm * maxTiltAngle;

for (int i = 0; i < Rotors.Length; i++)
{
Rotors[i].UpdateTilt(rot, yawAngle);
}
}

public Vector3 LocalizeVector(Vector3 v)

{

return Frame.InverseTransform Vector(v);
}

H
}

Resetter.cs
using UnityEngine;
using System.Collections.Generic;

namespace MBaske

public class Resettableltem
{
private Vector3 pos;
private Quaternion rot;

private readonly Transform tf;
private readonly Rigidbody rb;
private readonly ConfigurableJoint joint;

public Resettableltem(Transform tf)
{
this.tf = tf;
pos = tf.localPosition;
rot = tf.localRotation;
1b = tf.GetComponent<Rigidbody>();
joint = tf.GetComponent<ConfigurableJoint>();
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}
public void Reset()
if (rb !=null)
{
rb.velocity = Vector3.zero;
rb.angularVelocity = Vector3.zero;
rb.Sleep();
}
if (joint !=null)
{
joint.targetRotation = Quaternion.identity;
}
tf.localPosition = pos;
tf.localRotation = rot;
}
H

public class Resetter

{

private readonly List<Resettableltem> items;

public Resetter(Transform tf)

{

items = new List<Resettableltem>();
Add(tf);
}

public void Reset()
{

foreach (Resettableltem item in items)

{

item.Reset();

}
}

private void Add(Transform tf)

{
items.Add(new Resettableltem(tf));

for (int i = 0; i < tf.childCount; i++)

Add(tf.GetChild(i));
b
j
;
j

Rotor.cs
using UnityEngine;

namespace MBaske

{

public class Rotor : MonoBehaviour

{

public float CurrentThrust { get; private set; }

public bool Reversable { get; set; }
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public float ThrustResponse { get; set; }
public float ThrustScale { get; set; }
public float TorqueScale { get; set; }

[SerializeField]
private Transform outerRing;
[SerializeField]
private Transform innerRing;
[SerializeField]
private Transform rotorBlade;

/I Axis rotation signs.
[SerializeField]
private float signZ;
[SerializeField]
private float signX;

private Rigidbody rbInnerRing;
private ConfigurableJoint jointZ;
private ConfigurableJoint jointX;
private float signSpin; // CW+ CCW-
private const float animSpeed = 2400;

public void Initialize()

{
rblnnerRing = innerRing.GetComponent<Rigidbody>();
jointZ = outerRing.GetComponent<ConfigurableJoint>();
jointX = innerRing.GetComponent<ConfigurableJoint>();

_n

signSpin = rotorBlade.name == "RotorCW" ? 1f: -1f;
}

public void OnReset()

{
CurrentThrust = 0;
}

public void UpdateThrust(float thrustNorm, float deltaTime)

{
thrustNorm = Reversable ? thrustNorm : (thrustNorm + 1f) * 0.5f;
CurrentThrust = Mathf.Lerp(CurrentThrust, thrustNorm, deltaTime * ThrustResponse);
rbInnerRing. AddForce(innerRing.up * CurrentThrust * ThrustScale, ForceMode.Impulse);

rbInnerRing. AddRelativeTorque(innerRing.up * CurrentThrust * TorqueScale * -signSpin, ForceMode.Impulse);

}

public void UpdateTilt(Quaternion rot, float yawAngle)

{
Quaternion r = Quaternion.Inverse(rot) * transform.localRotation;
jointX targetRotation = Quaternion.Euler(r.culerAngles.x + yawAngle * signX, 0, 0);
jointZ.targetRotation = Quaternion.Euler(0, 0, r.eulerAngles.z + yawAngle * signZ);

}

private void Update()
{
// Animation.
rotorBlade.Rotate(0, CurrentThrust * animSpeed * signSpin * Time.deltaTime, 0, Space.Self);
¥
h
}
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Test.cs

using System.Collections;
using System.Collections.Generic;
using UnityEngine;

public class Test : MonoBehaviour
{
private Rigidbody motorFR;
private Rigidbody motorFL;
private Rigidbody motorRR;
private Rigidbody motorRL;

private float addForce = 1000.0f;

void Start()
{
var fans = transform.Find("Fans");
motorFR = fans.Find("fan.002").GetComponent<Rigidbody>();
motorFL = fans.Find("fan.004").GetComponent<Rigidbody>();
motorRR = fans.Find("fan.003").GetComponent<Rigidbody>();
motorRL = fans.Find("fan.001").GetComponent<Rigidbody>();
b

void Update()
{
if (Input.GetKey(KeyCode.W))
{
Vector3 force = Vector3.up * addForce;
motorFR.AddRelativeForce(force);
motorFL.AddRelativeForce(force);
motorRR.AddRelativeForce(force);
motorRL.AddRelativeForce(force);
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JONATOK T

JlomoMizKHI mporpamMHi 3aco0M Ta MaTeMAaTHYHi MeTOAU 00POOKH

KepPYUYMX CUTHAJIIB

AgentUtil.cs
using UnityEngine;

public static class AgentUtil

{

public static float Sigmoid(float val)

{
return val / (1f + Mathf. Abs(val));

}

public static Vector3 Sigmoid(Vector3 v3)
{

v3.x = Sigmoid(v3.x);

v3.y = Sigmoid(v3.y);

v3.z = Sigmoid(v3.z);

return v3;

GizmoAxes.cs
using UnityEngine;

namespace MBaske

public class GizmoAxes : MonoBehaviour

{
[SerializeField]

private Color right = Color.red;
[SerializeField]

private Color up = Color.green;
[SerializeField]

private Color forward = Color.blue;

[SerializeField]

private float length = 1;
[SerializeField]

private bool draw = true;

private void OnDrawGizmos()
if (draw)
{

Gizmos.color = right;

Gizmos.DrawRay(transform.position, transform.right * length);

Gizmos.color = up;

Gizmos.DrawRay(transform.position, transform.up * length);

Gizmos.color = forward;

Gizmos.DrawRay(transform.position, transform.forward * length);
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JOIATOK I
IIporpamua peaJi3anisi CHCTEMH Bi3yaJIbHOIO CIIOCTEPEKEHHS TA
MO3UIIIOBAHHS KaMepH

MainCamera.cs

using System.Collections;
using System.Collections.Generic;
using UnityEngine;

public class MainCamera : MonoBehaviour

{
private GameObject Agent;

private GameObject Target;

void Start()

{
Agent = GameObject.Find("Agent");
Target = GameObject.Find("Target");

}

void Update()

{
Vector3 direction = Agent.transform.forward.normalized * -10.0f + new Vector3(0.0f, 3.0f, 0.0f);
transform.position = Agent.transform.position + direction;
transform.LookAt(Agent.transform.position);

}
}
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JNIOJAATOK E

IIporpamHi 3ac00M MOHITOPMHIY Ta OLiHIOBAHHSA Pe3yJIbTATIB HABYAHHS

MonitoringUl.cs

using System.Collections;

using System.Collections.Generic;

using UnityEngine;
using UnityEngine.UI,

AreHTIB

public class MonitoringUI : MonoBehaviour

{

public int totalCount;
public int successCount;
public int failedCount;
public double distance;
public double accuracy;

public float time;
public float velocity;
public float moveDistance;

private Text totalText;
private Text successText;
private Text failedText;
private Text distanceText;
private Text accuracyText;

private Text timeText;
private Text velocityText;
private Text moveDistanceText;

void Start()
{

totalCount = 0;
successCount = 0;
failedCount = 0;
distance = 0.0f;
accuracy = 0.0f;

time = 0.0f;
velocity = 0.0f;
moveDistance = 0.0f;

total Text = GameObject.Find("Total Count").GetComponent<Text>();
successText = GameObject.Find("SuccessCount").GetComponent<Text>();
failedText = GameObject.Find("FailedCount").GetComponent<Text>();
distanceText = GameObject.Find("Distance").GetComponent<Text>();
accuracyText = GameObject.Find("Accuracy").GetComponent<Text>();

timeText = GameObject.Find("Time").GetComponent<Text>();
velocityText = GameObject.Find(" Velocity").GetComponent<Text>();
moveDistanceText = GameObject.Find("MoveDistance").GetComponent<Text>();

}

void Update()
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total Text.text = "Total Try: " + totalCount. ToString();
successText.text = "Success: " + successCount. ToString();
failedText.text = "Failed:" + failedCount. ToString();

accuracy = (double)successCount / totalCount;
distanceText.text = "TargetDistance: " + distance.ToString("F") + "m";
accuracyText.text = "Accuracy: " + accuracy.ToString("P");

time += Time.deltaTime;
velocity = moveDistance / time;

timeText.text = "Time: " + time. ToString("F") + "s";
velocityText.text = "Velocity: " + velocity. ToString("F") + "m/s";

moveDistanceText.text = "Moved Distance: " + moveDistance.ToString("F") + "m";

H
i

LearningDirector.cs

using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using UnityEngine.UT;

public class LearningDirector : MonoBehaviour
{

private int cntTotal;

private int cntSuccess;

private int cntFailed;

private double accuracy;

private Text totalText;
private Text successText;
private Text failedText;
private Text accuracyText;

void Start()
{

cntTotal = 0;
cntSuccess = 0;
cntFailed = 0;
accuracy = 0.0f;

total Text = GameObject.Find("Total").GetComponent<Text>();
successText = GameObject.Find("Success").GetComponent<Text>();
failedText = GameObject.Find("Failed").GetComponent<Text>();
accuracyText = GameObject.Find("Accuracy").GetComponent<Text>();

H
void Update()
accuracy = (double)cntSuccess / cntTotal;

total Text.text = "Total: " + cntTotal. ToString();
successText.text = "Success: " + cntSuccess. ToString();
failedText.text = "Failed:" + cntFailed. ToString();
accuracyText.text = "Accuracy: " + accuracy.ToString("P");

}

public void IncreaseSuccess()

{
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cntTotal += 1;
cntSuccess += 1;
PrintDebugLog();

}

public void IncreaseFailed()

{

cntTotal += 1;

cntFailed += 1;

PrintDebugLog();
}

private void PrintDebuglLog()
{

accuracy = (double)cntSuccess / cntTotal;

Debug.Log("Total Try =" + cntTotal + " | Success =" + cntSuccess + " | Failed =" + cntFailed + " | Accuracy =" +

accuracy.ToString("P"));
H

TestDirector.cs

using System.Collections;

using UnityEngine;

using UnityEngine.Ul;

public class TestDirector : MonoBehaviour

private Transform tfAgent;
private Rigidbody rbAgent;
private Transform tfTarget;
private Rigidbody rbTarget;

private int cntTotal;
private int cntSuccess;
private int cntFailed;

private double time;
private double velocity;
private double distance;
private double accuracy;
private double avgTime;

private Text totalText;
private Text successText;
private Text failedText;
private Text timeText;
private Text velocityText;
private Text distanceText;
private Text accuracyText;

void Start()

cntTotal = 0;
cntSuccess = 0;
cntFailed = 0;

time = 0.0f;
velocity = 0.0f;
distance = 0.0f;
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accuracy = 0.0f;
avgTime = 0.0f;

total Text = GameObject.Find("Total").GetComponent<Text>();
successText = GameObject.Find("Success").GetComponent<Text>();
failedText = GameObject.Find("Failed").GetComponent<Text>();

timeText = GameObject.Find("Time").GetComponent<Text>();
velocityText = GameObject.Find(" Velocity").GetComponent<Text>();
distanceText = GameObject.Find("Distance").GetComponent<Text>();
accuracyText = GameObject.Find("Accuracy").GetComponent<Text>();

tfAgent = GameObject.Find("Agent").GetComponent<Transform>();
rbAgent = GameObject.Find("Agent").GetComponent<Rigidbody>();

tfTarget = GameObject.Find("Target").GetComponent<Transform>();
rbTarget = GameObject.Find("Target"). GetComponent<Rigidbody>();

}

void Update()
{
time += Time.deltaTime;
velocity = rbAgent.velocity.magnitude;
distance = Vector3.Distance(tfAgent.localPosition, tfTarget.localPosition);
accuracy = (cntTotal > 0) ? (double)cntSuccess / cntTotal : 0.0;

total Text.text = "Total: " + cntTotal;
successText.text = "Success: " + cntSuccess;
failedText.text = "Failed:" + cntFailed;

timeText.text = "Time: " + (cntSuccess > 0 ? (avgTime / cntSuccess). ToString("F") : "0") + "s";
velocityText.text = "Velocity: " + velocity. ToString("F") + "m/s";

distanceText.text = "Distance: " + distance. ToString("F") + "m";

accuracyText.text = "Accuracy: " + accuracy.ToString("P");

}

public void IncreaseSuccess()
{

avgTime += time;

time = 0.0f;

cntTotal +=1;

cntSuccess += 1;

H
public void IncreaseFailed()
{

time = 0.0f;

cntTotal += 1;
cntFailed += 1;

}

private void PrintDebugLog()
{

accuracy = (cntTotal > 0) ? (double)cntSuccess / cntTotal : 0.0;

Debug.Log($"Total Try = {cntTotal} | Success = {cntSuccess} | Failed = {cntFailed} | Accuracy = {accuracy:P}");

H
}
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