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iH(popMaIliitHOT CcUCTEeMH, fKa 3/1aTHA aBTOMATU30BaHO 1ACHTU(IKYBAaTU XBOpPOOU
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BUPIIIUTH aKTyaJIbHY Mpo0JIeMy CBOEYACHOT 1IarHOCTUKUA XBOPOO MaTMMU Ta CepeTHIMU
(dhepMepChbKUMHM rocrofapcTBaMu 0e3 3alTydeHHsI BUCOKOKBaTI(hIKOBAHUX €KCIIEPTIB.

O06’eKkT HoCHiIKeHHSI — TPOIEC JIarHOCTUKH XBOPOO CLIBCHKOTOCIOAAPCHKUX
KYJIBTYP.

IIpeamer mocJaizKeHHsA — MOZENI TpaHC(HOPMEPIB 30pY, METOAM iX HABYAHHS IS
kiacudikaili 3aXBOPIOBaHb POCIUH Ta MNpOrpamMHI 3aco0u iX peamizaiii y BUIJISI
1H(}OpMAIIHHUX CUCTEM.

MeTta jgociigsKeHHs — IIJBUINCHHA TOYHOCTI PO3Mi3HaBaHHSI XBOPOO
CUTHCHKOTOCTIOAAPCHKUX POCIIMH Ta IHTEPIIPETOBAHOCTI PE3YJIHTATIB 3a IOMTOMOTOI0 KapT
yBaru ILUISIXOM CTBOPEHHS 1H(OpMAIIHOT CHCTEMH 13 BUKOPUCTAaHHSM MEXaHI3MY
camoyBaru Tpaic(opmepiB 30py.

Kgamiikariiina podoTa CKIagaeThcs 31 BCTYITy, YOTUPHOX PO3MALTIB, BHUCHOBKIB Ta
JOJIATKIB. Y MepIIOMYy PO3JIUTI MPOAHATI30BaHO TEOPETUYHI 3acaay JIarHOCTUKU XBOPOO
CUTBCHKOTOCTIONAPCHKUX KYJIBTYP. Y APYroMy PO3ZUT PO3KPUTO CydacHi MOJIENI 1 METOAU
KOMIT FOTEPHOTO 30py, OOTPYHTOBaHO BHOip Mojeii Tpancdopmepa 3opy ViT. V tperbomy
PO3IiJTi OIMMCAHO CTBOPEHHS 1 JIOHABYAHHS Ha crerianizoBanomy Data Set moxeni VIT ta
JOCIIIJIKEHHS. 3 METOI0 Mi00py ONTUMAJIbHUX TineprnapaMeTpiB. Y 4eTBEpTOMY PO3ALIL
OITMCAaHO CTEK TEXHOJOrd po3poOKK 1HPOPMAIIMHOI CUCTEMH JIarHOCTUKH XBOPOO
CUTBCHKOTOCTIOAAPCHKUX KYJIBTYP, 1l MOZIETIOBaHHS, IPOEKTYBAHHS,a IPOTPAMHY peasti3aliito
1H(pOPMAITIHHOT CHCTEMH Ta OITIHKY SKOCTI.

Ksamnigikamiitna po6ora mictute 100 ctopinok, 20 pucynkis, 11 Tabmuis, 42
Jxepena, 4 101aTKu.

KawouoBi cnoBa: mpancgopmepu 30py, mexawnism camoysazu, 6a2amozonosa

camoysaea, kapmu yeaeu, niodip napamempis, Kiacu@ikayitina 201086d.



ABSTRACT
to the qualification work by the student of the group 601m of Petro Mohyla Black
Sea National University
Murzakoi Danyla Vasylovycha
on the subject: «INFORMATION SYSTEM FOR DIAGNOSTICS OF
AGRICULTURAL CROPS DISEASES USING VISION TRANSFORMERS»

The master's qualification work is devoted to the development and software
implementation of an information system capable of automatically identifying
diseases of agricultural plants based on leaf image analysis using artificial
intelligence technologies - vision transformers. This allows solving the urgent
problem of timely diagnosis of diseases by small and medium-sized farms without
involving highly qualified experts.

Object of research — the process of diagnosing crop diseases.

Subject of research — models of vision transformers, methods of their
training for the classification of plant diseases and software tools for their
implementation in the form of information systems.

The purpose of the study is to increase the accuracy of recognizing
agricultural plant diseases and the interpretability of results using attention maps by
creating an information system using the self-attention mechanism of vision
transformers.

The master's qualification work consists of an introduction, four sections,
conclusions and appendices. The first section analyzes the theoretical foundations of crop
disease diagnostics. The second section reveals modern models and methods of computer
vision, justifies the choice of the VIT vision transformer model. The third section describes
the creation and further training of the ViT model on a specialized Data Set and research
to select optimal hyperparameters. The fourth section describes the stack of technologies
for developing an information system for crop disease diagnostics, its modeling, design,
and software implementation of the information system and assessed its quality.

The master’s thesis contains 100 pages, 20 figures, 11 tables, 42 sources, 4
appendices.

Key words: vision transformers, self-attention, multi-head self-attention,
attention maps, fine-tuning, classification head.
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CKOPOYEHHS TA YMOBHI IIO3HAKHA

I — mTy4Hnii 1HTENEKT

IC — indopmariiiina cucrema

Al — Artificial Intelligence
ViT — Vision transformer
CNN — Convolutional Neural Networks

ML — Machine Learning
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[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

BCTYII

AKTyaJbHicTb. B ymMoBax po30yaoBu iH(OpMaliifHOTO CYCHIJIbCTBA MEPEHOBI
texHosorii mryyHoro iHtenekty (LLII) 3HauyHO MOKpAIIyIOTh CUIBCHKOTOCIOAAPCHKY
NpakTUKy. BupimanpHe 3HadeHHS y OandaHCyBaHHI CEKOHOMIYHHX, COINIAJIBHUX 1
CKOJIOTIYHUX aCMEeKTIB i MIATPUMKH MPUUHSTTS pIIIEHbh Ta JOBrOCTPOKOBOI
MPOAYKTUBHOCTI y cdepl arpoiHyCTpii Ma€e BUSABJICHHS XBOPOO CIIbCHKOTOCIOIAPCHKUX
pociuH. MeToau KOMIT FOTEPHOTO 30py, Taki sk TpaHchopmepu 3opy (anri. Vision
transformers, VITS), mnpoaeMOHCTpyBalid 3HAYHHN IIOTCHINA] B aBTOMATH3aIlil
BUSIBJICHHSI XBOPOO pOCIHH, 3a0€3MeUylouM iX paHHIO Ta TOYHY iaeHTudikauiro. o
JI03BOJISIE BUPIIIUTH aKTyallbHY MPOOJEMy CBO€YACHOI JIarHOCTUKH XBOPOO MajJuMU Ta
cepenHiMu (HEepMEPCHbKHMH TOCHOJapCTBAMU 0€3 3aJIydeHHS BHCOKOKBaTi(hIKOBAaHUX
EKCIIepTIB.

Tpanuiiiai METOU BUSIBIIEHHS XBOPOO CIHMPAIOTHCS HA JaOOpAaTOPHI METOAM Ta
BI3yaJIbHUI OTJISiJ] POCIIMH €KCIepTaMH, SIKUA BKIIOYAa€ OOCTEXEHHS Ha HAasBHICTb
BUJIMMUX CUMIITOMIB XBOPOO, TAKHX SIK YpaKeHHs, 3MiHa KOJIbOpY, fedopmanii Touro. L1
METOJM MarTh OOMEXKEHHS II0J0 MacITabOBaHOCTI Ta €(EKTUBHOCTI, OCKUIbKH
NoTpeOyIOTh CIELIANI30BaHOr0 OOJaJHAHHS Ta HABYEHOrO NEpCcOoHany. TexHOJIOTii
KOMIT FOTEPHOTO 30py JO03BOJISIIOTH aBTOMATH3yBaTH 1IEHTU(]IKAII0 XBOPOO MHUISIXOM
aHaii3zy 300pakeHb POCIWH, 3a0e3neuyour Oulblll €()EeKTUBHY Ta MEHII TPYIOMICTKY
aJIbTePHATUBY PYYHOMY MOHITOPUHTY.

3HaYHO MIABUIIYE TOYHICTh [[IaTHOCTHKH XBOPOO CUIBCHKOTOCTIOIAPCHKUX
KYJIETYp BUKOPUCTAaHHS 3rOPTKOBUX HelpoHHHMX Mmepex (anri. Convolutional Neural
Networks, CNN), siki € 6e3ymMmoBHUM JTiepoM y Kiacudikariii 300paxenb pocaud. [1lo
JI03BOJISIE  AaBTOMATU3YyBaTH mporeck ineHTudikamii Ta kimacudikaiii xBopoO 3a
300paxeHHsaMu JUCTA. Oqnak OutbmicTs Mojaeset CNN maroTh 0OMeXeHy 31aTHICTh 110
y3araJlbHEHHS Ta IHTEepHpeTalii 1 HU3bKY THYUKICTh NIPU MepEeHaBYaHH] Ha HOBUX JaHHX.
3acrocyBaHHS TpaHC(POpPMEpPIB 30py 3aBIAKM MexaHisMy camoyBaru (anri. Self-

Attention) 3a0e3neuye Kpalily IpoyKTHBHICTh MPU BEIMKIN KIJIBKOCTI KJIaciB XBOpoO Ta

2025 p. Myp3akoii Jlanuino
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

JIO3BOJISE€ OUTBIN €PEKTUBHO MOSICHIOBATH piieHHsT ViT-Moen nuisaxoM iaeHTrudikamii
rI100aNBbHUX 3B’ SI3KIB MK PI3HUMU AUITHKAMH 300paKeHHSI.

[Ipobnema monArae y BIACYTHOCTI JOCTYIMHHX 1 TOYHHUX AaBTOMAaTHU30BaHUX
IHCTPYMEHTIB 1Jisi JAIarHOCTUKHM IIHPOKOTO CHEKTpa XBOPOO CLIbCHKOIOCIOIAPCHKUX
KyJbTYp, 3JaTHUX MpAaIlOBaTH B peajbHUX yMoBax. JlOCTymHI Ha PHHKY MHpOTpamHi
3aco0H, SIKI ChOTOJHI BHUKOPHCTOBYIOTH JJISI JIIarHOCTUKH 1 PO3IMi3HABAaHHA XBOPOO
CUTBCBKOTOCTIONAPCHKUX ~ KYJNbTYyp,  3a0e3MeuyroTh  IIBHIKE  BHUSIBICHHS  Ta
MacmTadyBaHHs MOHITOpUHTY. [IpoTe TOTOBI pilIeHHsS OUIBIIOK MIPOIO OPIEHTOBAHI Ha
rii00ayibH1 HA0OpU JaHUX a00 KOPIOpaTUBHI, KOMEPIIiitHI iHTepecu. Moeni, HaBYeH1 Ha
YUCTHX JaTa CeTaxX, MOTaHO MpAIlOI0Th Yy TOJBOBHUX YMOBax O€3 JOHAaBUaHHS 1
noTpeOyroTh arpoHoMiyHOi Bepudikaiii. ToMy HOIIIBHUM € PO3poOKa CHUCTEMH,
OpIEHTOBAHOI Ta HEBENUKI (pepMepChKi rocrnoapcTBa, SKa CTBOPIOE PEKOMEHAAIlT Ha
OCHOBI TOYHOI'O PO3MI3HAHHS XBOPOO 13 BUKOPUCTaHHSIM MOJIENEH, IO TO3BOJISIOTH
aJanTyBaTUCs TiJ HOBI KyJbTypu a00 3MIHEHI YMOBHU 13 BpaxyBaHHSM JIOKAJIbHUX
0COOJIMBOCTEM: COPTH KYJIBTYP, PETIOHANIbHI TATOT€HH, arpOKJIIMAT.

MeTo10 [J0CTiIKeHHsI € TIJABUIIEHHS TOYHOCTI PO3Mi3HABaHHS XBOPOO
CUTHCHKOTOCTIOAAPCHKUX POCIIMH Ta IHTEPIIPETOBAHOCTI PE3YIHTATIB 3@ IOMTOMOTOI0 KapT
yBaru ILUISIXOM CTBOPEHHS 1H(OpMAIIHHOT CHUCTEMH 13 BUKOPUCTAHHSM MEXaHI3MY
camoyBaru Tpanc(hopmepiB 30py.

JloCSITHEHHSI MOCTaBJIEHOT METU 00YMOBJIIOE HEOOX1HICTh BUPIIIEHHS! HACTYTHUX
3aB/IaHb.

— JOCHIAUTH TEOPETUYHI 3acaJy J1arHOCTUKU XBOPOO CUIbCHKOTOCIIOAAPCHKUX
KyJIBTYp, TpOAHATI3yBaTH ICHYIOUHX JIOCHIIPKEHb Ta TMPOTPAMHUX PIMICHb IS
aBTOMAaTU30BaHOTO BUSIBJIEHHSI XBOPOO POCIMH B arpapHiii raiysi;

— oOrpyHTyBaru BUOip Mozeni Vision Transformer, Habopy gaHUX 1 METOAIB JJIS i1
JIOHAaBYAHHSI Ta IHCTPYMEHTAIBHUX 3aC00IB PO3POOKH 1H(POPMAIIIITHOI CUCTEMH;

— mpoBecTH JoHaByaHHS Mmozeni ViT Ha miarotoBneHoMy HaOopi AaHHX Ta
JOCIIIUTH HaJaIITyBaHHS ii TileprnapaMerpiB AJii OTPUMAaHHS BHCOKOi TOYHOCTI

po3Mmi3HaBaHHS XBOPOO;

2025 p. Myp3akoii Jlanuino
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[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

— 3MIACHUTH MOJEIIOBAHHSA, MPOEKTYBAHHSA, NPOrpaMHy peaiizalild CHCTEMHU
JI1arHOCTUKHU XBOPOO CLIIbCHKOTOCIOAPCHKUX KYJIBTYP Ta OLIHHUTH 11 SKICTb.

O0’€KTOM 0CTiIKEHHS € MTPOLIEC TIaTHOCTUKU XBOPOO CLTECHKOTOCIOIAPCHKUX
KYJIBTYP.

IIpenmerom aociigzkeHHs € Mojemi TpaHChOpMEPIB 30py, METOIU iX HaBUAHHS
Ut Kinacuikaiii 3aXBOpIOBaHb POCIMH Ta MPOrpaMHi 3acobu ix peamnizamii y BUTIIAIL
1H(}OpMAIIHHUX CUCTEM.

MeTom0JI0TiYHOI0 OCHOBOKO JOCHIIDKCHHSI € 3araJilbLHOHAYKOBI aHaJTITUYHI
METO/IM, METOJIU KOMIT I0TEPHOTO 30pY, TITMOMHHOTO Ta MAIIMHHOTO HAaBYAHHS, METOIU
nonepeIHb01 0OPOOKH Ta ayrMeHTallil 300pakeHb, METOJU OI[IHKK TOYHOCTI MPOTHO3Y,
AK1 TO3BOJIUJIM BUBYUTH MPEAMET 1 00’ €KT JOCTIIKEHHS, JOCTIAUTH PO3BUTOK HAYKOBO-
METOJMYHHUX 3acajl, HAPSIMIB Ta MUISAXIB M1JBUIIEHHS TOYHOCTI PO3Ii3HABaHHS XBOPOO
Ta iX IHTEPIPETOBAHOCTI.

Pesynbratu nocnimkenns ooropoproBanucsa Ha XXVIII Beeykpainchkiilt HayKoBO-
npakTHaHii KoHpepeHIii «MormisgHaceki umTanHs — 2025: JlocBim Ta TeHaeHINl
PO3BUTKY CYCIUILCTBA B YKpaiHi: IOOadbHUM, HAIlIOHAJBHUM Ta pPEriOHATIBLHUN
acriekt» (10-14 mucromana 2025 poky) Ta OTpUMaK CXBaJICHHS.

IIpakTuyHe 3HAYEHHSI OTPUMAHUX PE3YJIBTATIB MOJSITA€ B TOMY, IO PO3poOIIeHa
iH(popMaIlliiiHa cucTeMa MOXX€ BHUKOPUCTOBYBAaTHCS (epMepaMH, arpoHOMaMu Ta
JOCITITHATIBKUMHU YCTAHOBAMHM JIJISI aBTOMATHU30BaHOI MIBUJIKOI 1 TOYHOI M1arHOCTUKU U
IHTENPETOBAHOCTI XBOPOO CUIBCHKOTOCMOAAPCHKUX KYJBTYp y arpapHiil raimysi, 1o €
0COOJIMBO BaXKJIMBHM JIJII HEBEJIMKUX Ta CEpeHIX epMepchkux rocrnoaapcts. Cucrema
CIIpHsi€ 3MEHIIICHHIO BTPAT yPOKar0, CKOPOUCHHIO BUTPAT Ha JIAOOPATOPHI JOCIIKEHHS,
OonTUMI3allli BUKOPUCTAHHS 3aCO01B 3aXUCTY POCIIUH Ta PO3BUTKY KOHIIEIIIII PO3YMHOIO
3emsiepoOcTBa (anria. Smart Agriculture).

Crpykrypa kBajiikaniiHoi po6oTu. BianoBigHo 10 MeTH, 3aBAaHb 1 IpeIMeTa
JOCIIDKeHHS KBadi(ikaniifHa poOoTa CKIAJa€eTbecs 13 BCTYIY, YOTHPHOX PO3ALIIB,
BHUCHOBKY, CHHCKy BHKOPHUCTAaHUX JDKepen Ta 4 nmojarkiB. 3aralbHUNA  0OCAT

kBaigikaiiiHoi podotu — 100 cTopiHOK, KITBKICTh BUKOPUCTAHUX JKEpeT — 42.

2025 p. Myp3akoii Jlanuino
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

1 TEOPETUYHI 3ACAA JIATHOCTHUKU XBOPOb
CIVIbCBKOI'OCITOJAPCBKUX KYJIBTYP

1.1 IlpeameTHa chepa TiarHOCTUKH XBOPOO POCJIMH y arpoiHaycTpii

CyuacHe clJIbCbKe TOCIIOAAPCTBO € OJHIEI0 3 KIIOUOBUX Tally3ei eKOHOMIKH, Bijl
e(DeKTUBHOCTI  SIKOI 3alleKUTh NPOJOBOIBYA Oe3meka jepxkaBu. OpjHiel0 3
HaliceplO3HIIUX MPOoOJIEeM arpapHOro BUPOOHMIITBA € 3aXBOPIOBAHHS POCIUH, SKI
MPU3BOJISATH 10 3HAYHUX BTPAT YPOKal0, MOTIPIICHHS SIKOCTI MPOAYKI Ta 30UTbIICHHS
BUTpAT Ha ii BupouryBanHs [1]. Tpamuiiitai MeTOIU TIarHOCTUKH XBOPOO KYJIBTYPHHUX
pociIuH MOTPeOYIOTh y4acTi (paxiBIliB-arpOHOMIB, 3aiiMalOTh Oarato yacy Ta 3ajaekaTh
BIJI JTIIOJICBKOTO (PaKTOpy, 110 YCKIIAIHIOE IXHE 3aCTOCYBaHHS Ha BEJIMKHUX TUIOMIAX.

EdexTuBHICTh arpoBHUpOOHUIITBA 3HAYHOKO MIPOIO 3aJ€XHUTh BiJ 3AaTHOCTI
CBO€YACHO BHUSBJISITH Ta 3aM00IraTH PO3BUTKY XBOPOO CLITIbCHKOTOCTIONAPCHKUX KYIBTYP.
3a OLIHKaMU MI)KHApOJHUX arpapHUX OpraHi3alliid, BTpaTH BPOKAI0 Yepe3 pI3HOMAaHITHI
naToJIorii MOXKYTh aocaratu A0 40 % 3arambHOro o0csIry BUpOOHHUIITBA, a y BUMAIKAX
SI1IEMIYHOT'O MOIIUPEHHS - HaBITh OLJIbIIIC.

[IpyuriHaMu ypax€HHSI POCIMH € IIUPOKHM CHeKTp O10TMYHUX (rpHOKOBHX,
OakTepiaibHUX, BIPYCHUX) Ta a0lOTMYHUX (HECTaua €JIEMEHTIB KUBJIEHHS, CTPECOBI
NOTOAHI YMOBH, 3a0pyJIHEHHS) YMHHUKIB. Bi3yanbHl MposiBU 3aXBOPIOBaHb 3a3BUYAl
B1JI0Opa)KatOThCs Ha JIMCTKAX y BUTIIAI IUISIM, 3MIH KOJILOPY, AedopMalliil, HEKPO31B Y1
B’siHeHHs (puc. 1.1, puc. 1.2). TpaawumiitHa giarHOCTHKA 0a3yeThCs Ha BI3yaJIbHOMY
OrJIsiil arpoHOMOM abo (hITOMATOJIOTOM, 1HOJAI — Ha JabopaTopHOMy aHami3l. Takuit
Miaxig € eeKTUBHUM JIMIIEe B OOMEKECHHMX MacIiTadax 1 BUMarae€ 3Ha4YHHUX JIFOJACBKHX
pecypciB Ta yacy.

3 pO3BHTKOM TEXHOJIOTIH mTy4yHoro iHrenekrty (anri. Artificial Intelligence, Al),
KOMIT FOTEPHOTO 30py Ta MamuHHOro HaByaHHS (aHri. Machine Learning, ML)
3’SIBUJIMCA MOJKJIMBOCT1 IS aBTOMAaTH3allli MPOIECIB PO3Mi3HaBaHHS XBOpPOO 3a

306pa)KCHH}IMI/I JIUCTS. ABTOMAaTHU30BaHa I[iaFHOCTI/IKa Ja€ 3MOr'y OIiCpaTUBHO BU3HAYATH

2025 p. Myp3akoii Jlanuino
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Kadenpa inrenekryanbHux iHGOPMaIIHHUX CUCTEM
Tadopmaniiina cuctema IiarHOCTHKNA XBOPOO CLTLCHKOTOCIIONAPCHKUX KYJIbTYP 13 BAKOPUCTAHHSIM TPaHCHOPMEPIB 30py

THUII 3aXBOPIOBAHHS, MIABUIILY€ TOUHICTh OI[IHKM CTaHY POCIIUH 1 3HIKYE 3aJICKHICTh BiJT

JOJICEKOTO (haKTopa.

Pucynox 1.2 — JIucts XBOpOi pOCIMHHU y MOJTBLOBUX YMOBAX

[IpenmeTtHa cdepa TaKuX CUCTEM OXOTUTIOE CYKYITHICTh METOIB 1 TEXHOJIOT1H, 1110
3a0e3MeuyroTh:
— 30ip Ta MIATOTOBKY JaHUX - CTBOPEHHS HABYAJIBHHMX JIaTaceTiB 13 300pa’keHb

JIUCTS KYJBTYD;

2025 p. Myp3akoit lanuno
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

— 00poOKy Ta HOpMami3aiio 300paXKeHb - YCYHEHHs IIyMiB, BHPIBHIOBAaHHS
OCBITJICHHS, MacIITa0yBaHHS;

— HaBYaHHA MoOjieJiel IITMOOKOT0 HaBYAHHS JUIsl pO3Ii3HABAHHS TUIIIB XBOPOO;

— IHTETpalilo pe3ynbTaTiB y iH(OpMalliiiHI CHCTEeMH Ta Be0-3aCTOCYHKH ISt
KIHIIEBUX KOPUCTYBaUiB - (hepMepiB, arpOHOMIB, JTOCIIITHHUKIB.

Ha cphorogni mommpeHuMu € cUCTeMH, MO0y I0BaHI Ha 3rOPTKOBUX HEHPOHHUX
mepexxax CNN — takux gk ResNet, EfficientNet abo MobileNet. IIpote ocranHiMu
poKaMu y CBITOBIM HayIll BimOyBCs MEpexiJ 1O BUKOPUCTaHHS TpaHC(HOPMEPIB 30py
(Vision Transformers, ViT) - apxiTekTyp, 10 MOXOATh 3 YCIIITHINX MOBHUX MOJIENEH
(tabn. 1.1). ViT Mozeni BUKOPUCTOBYIOTH ME€XaHi3M camoyBaru (self-attention), saxuit
N03BOJIsIE €(PEKTUBHO aHaJI3yBaTH Ii100ajibHI MPOCTOPOBI 3B A3KH MIX (PparMeHTaMu
300pakeHHs [2]. Lle poOuTh iX 0COOJMBO KOPHUCHUMH Yy BHIIAJKaX, KOJIU CHUMIITOMH
XBOpOOU MPOSIBISIOTHCS B PI3HUX JUISTHKAX JIMCTKA a00 MalOTh CKIAIHY TEKCTYpHY
CTPYKTYDY.

VY HayKoBUX JOCIHIJKEHHSX OCTaHHIX POKIB JoBeneHo, mo ViT-mozeni ta ix
riopuau 3 CNN 3a0e3neuyioTh BUIILY TOYHICTh Ki1acu(ikailii y HOpiBHIHHI 3 KITACHYHUMU
N1aX0JaMHi, 0COOJIMBO Y 3a/1a4ax 13 MaJlol0 KUIBKICTIO PO3MIYEHUX 3pa3KiB abo 3a yMOB
MOJIbOBUX 3HIMKIB 13 IITyMOM Ta HEOAHOPiAHUM (GoHOM [2-4]. Kpim Toro, BUKOpHCTAHHS
self-supervised meronis (MAE, DINO) i fine-tuning Ha JjokadpbHHX HAOOpax JTaHUX
JIO3BOJISIE  CTBOPIOBATM BHUCOKOPOOYCTHI pIIIEHHS U1l MPAaKTUYHOTO arpapHOro
3aCTOCYBaHHS.

3HaueHHS aBTOMATHU30BaHOI JIIAaTHOCTUKU XBOPOO POCIIHH TOJISATAE Y

— OIEpaTUBHOMY BHSBJICHHI XBOPOO Ta MOXJIMBOCTI PAaHHBOTO BTPYYaHHS, IO
MIHIMI3y€ BTpaTy;

— 3HWKEHHI MOTPEOU B EKCIIEPTHOMY MEPCOHAIII Ta CKOPOUCHH1 Yacy 0OCTEKEHHS;

— onTHuMi3allili BUKOPUCTAHHS 3aC001B 3aXUCTY POCIUH Ta CKOPOUEHH] BUTPAT;

— MIJBUIINEHHI TOYHOCTI TMPOTHO3YBaHHS CTaHy TIIOCIBIB 1 IIJJaHYBaHHS

arpoTeXHIYHUX 3aXO/IIB;

2025 p. Myp3akoii Jlanuino
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— EKOJIOT14YHi# Oe3meli 3aBISKH TOYKOBOMY 3aCTOCYBAaHHIO Mpenaparis.

11

Po3BUTOK Takmx cCHCTEM Clipusi€ CTBOPCHHIO iHTeHCKTyaJII)HI/IX aFPOHJIaT(i)OpM,

3MaTHUX IHTETPYBaTH JaHi 3 APOHIB, CYNyTHHUKIB 1 MOOUIBHUX MPHUCTPOIB, PopMyBaTu

KapTH CTaHy MOJIIB 1 3a0e3meuyBaTy MiATPUMKY IPUHHSATTS pillleHh HA OCHOBI aHAJI3y

peaibHUX 300pakeHb. BracH1 HOCHiTKEHHS Ta pO3pPOOKH Yy IIbOMY HampsiMi MaroTh

CTpaTeriyHe 3HAYCHHS, a/PKE TO3BOJIIIOTH aJanTyBaTH MOJET i JIOKadbHI YMOBH

BUPOIIYBaHHS,

cnerudiuyHl COPTU KyJbTYp Ta pErioHalbHI MATOT€HH, W10 HE

OXOIUTIOIOTHCS TIIO0ATEHUMHU KOMEPIIHHUME TIPOayKTamu, Takumu sk Plantix, Taranis,

PlantVillage ta ixmi [3].

Tabmuus 1.1 — IopiBasaas ViT ta CNN y po3nizHaBaHHI XBOpoO pociuH

O3sHaka

[Tpunun

Cdepa 6auenns

HaBuanus

[aTepniperartis

['Hy4KICT

TouHicTh

2025 p.

Convolutional Neural

Network
Butsarye sokanbHI  O3HAKH
(uepe3 GibTPH)

O6mexeHa CYCITHIMH
MKCEJISIMU

ITorpebye Beamkoi KITBKOCTI
JaHUX

«YopHa CKpUHbKa»

Baxko amanTyBaTtv mij HOBI
KYJbTYypHU

Bucoka 'y
JIOMEHI

CTabUIbHOMY

Vision Transformer

AHaizye rII00anbHUM
KOHTEKCT Yepe3 caMoyBary

Koxen mnaru B3aemomie 3
ycimMa 1HIITUMHU

Moxxe  goHaByaTHCS  Ha
MEHIITNX Habopax

Kaptu yBarm mnoka3syrors,
KYyJU JUBHUTHCS MOJEINb

Jlerme  fine-tuning i
JIOKaJIbHI YMOBH
Buma y3arajbHIOBaHICTh

MDK KyJIbTYypaMu/yMOBaMu

Myp3akoit JJanuno
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

Omxe, mpeameTHa cdepa aBTOMATH30BaHOI IarHOCTHKH XBOPOO POCIHH €
MDKIUCITUIUTIHAPHOIO 00J1acTIO, IO TOENHYE 3HAHHSA 3 arpoHOMii, 1H(GOPMATHKH,
MalIMHHOTO HABYAHHSA Ta KOMII'IOTEPHOTO 30pY. li 3HAYEHHS MONArac y CTBOPEHHI
TEXHOJIOTIYHOTO MiAIPYHTS 11 mUpoBOi TpaHcopmarlii CUILCHKOT0 T'OCIOIapCTBa,
MiABUIICHHS MPOAYKTUBHOCTI, €()eKTUBHOCTI BUKOPUCTAHHS PECYypCiB 1 3a0e3MeUeHHS

CTaJIOTO PO3BUTKY arpOCEKTOPY.

1.2 Tpaauuiiini Meroam Ta CydYacHi miAX0AW [0 BHSBJIEHHSI XBOPOO

CIJIbCHKOT0CNOAAPCHLKUX KYJIbTYP

JliarHOCTHKa XBOpPOO POCIWMH € OJHUM 13 KIIOUOBHUX TIPOIECIB Yy CHCTEMI
YOpaBIIHHSA  arpoBUpOOHUITBOM. Bijg cBo€yacHOCTI Ta TOYHOCTI BU3HAYCHHS
3aXBOPIOBAHHS 3aJI€KUTh €(DEKTUBHICTH 3aXO1B 3aXUCTY KYJIBTYp, PO3MIP €EKOHOMIUYHUX
BTpAT 1 AKICTh KiHIIEeBOT mpoayKiiii [4]. [IpoTsaromM TpuBajoro yacy B arpapHiii mpakTHIIi
3aCTOCOBYBAJIMCS TMEPEBAXHO TPAAMIIIAHI METOAM BU3HAYEHHS XBOpPOO, IO
IPYHTYBaJUCSl Ha BI3yaJlbHUX CIOCTEPEXKEHHSAX Ta JaboparopHoMmy aHami3l. OmHak
CTPIMKUU PO3BUTOK 1H(GOPMAIIHHUX TEXHOJIOT1M, CEHCOPUKU Ta MITYYHOTO IHTENEKTY
3YMOBHMB MEpexiJ J0 Cy4aCHUX aBTOMATHU30BAHUX IMIJIXOJIB, SIKI 1CTOTHO MiJBUIILYIOTh
MIBUAKICTH 1 TOYHICTH J1arHOCTHUKH.

Tpaouyitini memoou diaenocmuxu. KiiacuuHi METOIM BU3HAYEHHS XBOPOO pPOCIIHH
0a3yloThCsi Ha BI3yallbHIM OIHIIl CTaHy pOCAWHU (paxiBleM-arpoHOMOM abo
ditonatomorom. ExcniepT aHamizye MophoioridHi 03HAKK ypaXeHHS — 3MIHY KOJIbOPY,
(dbopMH, HasIBHICTH IUISAM, HAIBOTY, HEKpO3iB, Aedopmariid JucTs yu twiomiB [5]. s
YTOYHEHHS JIIarHO3y YacTO 3aCTOCOBYIOTH MIKPOCKOITIUHI Ta JIA0OPATOPHI J10CIIKEHHSI,
110 JT03BOJISIIOTH BUSIBUTH 30yTHHUKIB XBOPOO - TpuOKH, OaKTepii, Bipycu abo mapasuTis.

J10 OCHOBHUX TPaIWLIIMHUX MIAXO/1B HAJIEKATh:

— BI3yaJIbHUH (DITOMATONIOTTYHUMN OIS - CyO’ €EKTUBHUN METOJ, 1110 3aJIEKHUTh BiJ

JIOCBITy CTICIIANICTa,

2025 p. Myp3akoii Jlanuino
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
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— OloximiyHi Ta iMyHoyoriuHi Tectu (Hanpukiax, I[DA, IlJIP-amam3) -
BHCOKOTOYHI, ajie TOTPeOyI0Th Ja0OpaTOPHUX YMOB, PEaKTHBIB 1 4acy;

— MophOMETpUYHI aHali3u (BU3HAYCHHS PO3MIPIB YPAKECHHUX JUISHOK, IUIOIII
HEKpPO3y TOIIIO);

— arpoMeTeOopOJIOTIYHE TMPOTHO3YBAaHHS PHU3HKY XBOpPOO 3a TEMIIEparyporo,
BOJIOTICTIO, (ha3aM¥ PO3BUTKY KYJIBTYPH.

[Toripu CcBOIO HAyKOBY OOIPYHTOBAHICTh, TPAIAUIIMNHI METOAW MalOTh HH3KY
HEJIOJIIKIB: BOHH € TPYJOMICTKMMHU, MOBUILHUMHU, MOTPEOYIOTh 3HAUYHUX JIFOJICBKUX 1
(1HaHCOBUX PECYPCIB, a pe3yJIbTAaTH YaCTO 3aJI€KaTh BiJ KBai(ikauii cnenianicta. Kpim
TOTO, BOHU HE JI03BOJISAIOTH 3a0€3MEUYUTH MACIITAOHMI MOHITOPUHI CTaHy IOCIBIB Y
peanbHOMY Yaci.

Cyuacni nioxoou 00 asmomamu308aHoi OiacHOCMuKu. 3 TIOSIBOIO TEXHOJIOTIN
udpoBoi 00poOKM 300pakeHh 1 MAIIMHHOTO HaBYaHHS 3’SBHJIACS MOJKIIUBICTh
Nepexo/ly JI0 aBTOMAaTHU30BAaHUX CHCTEM poO3Mi3HaBaHHS XBOpoO pociuH [6]. CyuacHi
MeTOoIM 0a3yIoThCsl Ha aHami31 poTorpadiit mucTs, 310paHuX 3 OB, APOHIB, CYMMyTHUKIB
a00 MOOUIBHUX TPUCTPOIB, 13 MOMAIBIIUM BUKOPUCTAHHSM AJITOPUTMIB IITYYHOTO
IHTEJCKTY M1l BU3HAYCHHSI THITY 3aXBOPIOBAHHSI.

OCHOBHUMH HaIpsiMaMH PO3BUTKY aBTOMATHU30BaHOI JIIarHOCTHUKH €:

— MeToau kKoMl totepHoro 30py (Computer Vision) — nepeTBopeHHs, GiIbTpalris,
CEerMEHTAIlisl Ta aHaJli3 BI3yaJIbHUX O3HAK (TEKCTypa, KOJip, popMa MM TOIIO);

— mamuHHe HaBuaHHs (Machine Learning) — BUKOpHCTaHHS KJIIACUYHUX MOJIEJEH
(Support Vector Machine, Random Forest, k-NN) nns knacudikariii 3a BUTATHYTUMHU
O3HaKaMH,

— mmboke HaBuaHHs (Deep Learning) — 3acTOoCyBaHHSI 3TOPTKOBUX HEMPOHHUX
mepexxk (CNN), ski aBTOMAaTUYHO BHUAUISIOTH O3HAKW 13 300paxkeHHS 0€3 pydHOrO
porpamyBaHHS;

— wmogueni Tpanchopmepis 3opy (Vision Transformers, ViT) — HOBuHit Ki1ac MojieseH,
10 BUKOPHCTOBYIOTh MEXaHI3M CaMOyBard Ui aHalli3y MPOCTOPOBUX B3aEMO3B’SI3KIB Yy

300paKeHHI.

2025 p. Myp3akoii Jlanuino
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

Ilepuri aBromaTw3o0BaHi pilleHHS y cdepl arpapHOi JIarHOCTUKK Oa3yBasucsl Ha
TPaUIIHHAX MaIIMHHUX aJrOpUTMax, sIKi BUMarajiyd pydHOro ctBopeHHs o3Hak (feature
extraction). ITizuimne 3’sBruvcs cuicteMd Ha 6a3i CNN, 10 3HAYHO IMiABUIIMIA TOYHICThH
kacudikauii (10 95-98% na crpykrypoBanux Habopax PlantVillage). CrorozHi sk akTUBHO
BIPOBALKYIOTHCS T10puaHi miaxoau CNN + ViT, siki moeHy 0T JToKanbHy 4y TauBicTs CNN
Ta IN100AIbHY KOHTEKCTHY yBary Tpanc(opmepis.

YHpoaoBk OCTaHHBOTO MAECATUIITTA METOAU KOMIT IoTepHOoro 3opy (Computer
Vision) Ta rmubunnoro HaBuaHHs (Deep Learning) cTanu KJIFOYOBUMHU T€XHOJIOTTYHUMHU
CKIaoBUMHU 1LHM(poBOi TpaHchopmarllii arpapHoro cekropy. BoHu 3abe3nedyroTh
MOXJIMBICTh aBTOMATUYHOTO aHali3y 300pa)K€Hb POCIWH, BU3HAYCHHS MATOJIOTTYHUX
3MiH, OI[IHIOBaHHS CTaHy IMOCIBIB 1 HABITh MPOTHO3YBAHHSI YPOKAWHOCTI. 3aBJSKH LIbOMY
CUIBChKE TOCIIOJIAPCTBO MOCTYIIOBO MEPEXOUTH B/l TPATUIIHHUX PYUYHUX TIPOLIETYP 10
IHTEICKTyIbBHIX CUCTEM CIIOCTEPEIKEHHS Ta IPUHHATTS PIllICHb.

KoM’ toTepHuii 31p OXOIUTIOE MIUPOKUN CIEKTP aJTOPUTMIB, SKI JO3BOJISIOTH
KOMIT'IOTepy ‘“‘Oauutu” Ta I1HTEpHpeTyBaTH 00 €KTH Ha 300paxeHHsX. OCHOBHUMU
eTarnamMu oOpoOKU € (inbTparllisi, cCerMEHTaIlisl, BUAUICHHS O3HaK Ta Kiacudikaiis. B
arpapHUX 3aCTOCYBaHHSIX IIl METOJM BHUKOPHCTOBYIOTH JIJISi: BUSIBICHHS YpPaKEHUX
JUISTHOK JTMCTS (JI0Kaii3allist XBopoO); MiApaxyHKy KUIBKOCTI IJI0/11B 200 JIMCTKIB; OIL[IHKA
PIBHS CTUTJIOCTI 4M Je(IIUTY TOKUBHUX PEUOBHH; aHAII3Y CTPYKTYPH IPYHTY, Oyp’ siHIB
a00 IIKIHUKIB.

Kiacuuni anroputmu koM rotepHoro 30py, Taki sk SIFT, SURF, HOG, LBP,
3a0e3Meuyl0Th BUUICHHS KIIIOUOBUX O3HAK TEKCTYPH, KOJIHOPY Ta (POpMHU, sIKi TOTIM
NOJIA0ThCsI Ha BXiJ Mojeed mammuHoro HaBdanHs (SVM, k-NN, Random Forest) [7].
Xoya 11 METOAM JEMOHCTPYIOTh 3aJOBUIBHI PE3yJbTaTH, BOHU MAalOTh OOMEXKEHY
3MIaTHICTh y3arajbHIOBAaTH CKJIQJHI Bapiarii 300pakeHb, IO BJIACTHBO peEaTbHUM
MOJILOBUM YMOBaM (pi3HE OCBITJICHHSI, TiH1, (HOHOB1 00’ €EKTH).

[TosiBa rmubokux HeriporHux Mepex (Deep Neural Networks) crana nepeiroManm
MOMEHTOM y PO3BUTKY KOMIT IOTEPHOTO 30pYy. 3aBASKA MOKJIMBOCTI aBTOMATHUYHOTO

BUJIUVICHHSI BUCOKOPIBHEBHMX O3HAK 13 CHUPHX IIKCEJB, IITMOOKE HAaBUYaHHS 3a0e3reuye
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ICTOTHE TMIJBUIIEHHS TOYHOCTI pO3Mi3HABaHHS XBOpPOO pociuH. OCHOBY Cy4YacHUX
CHCTEM CTaHOBIATH 3ropTKoOBi HeliponHi Mepexi (Convolutional Neural Networks,
CNN). Ixna apxiTexTypa 103BOJf€ MOCTIZOBHO BUJIIIATH JOKadbHI maTepHH (Kpai,
KOHTYPH, TUIIMU ), (DOPMYIOUHU 1€papXidHi MIpeACcTaBIeHHs o3HaK. HaltOo11b11 BITOMUMH €
moxemi AlexNet, VGGNet, ResNet, DenseNet, EfficientNet, siki 3acTOCOBYIOTBhCS ISt
Kiacudikaii JUCTS pI3HUX KyJIbTYp (A0ayHS, KapTOIUI, MIIIECHULS, KYKypY/13a).

[Tpuknanu epexktuBHOro Bukopuctanus CNN B arpapHiii cepi BKIIOUYAIOTE:

— PlantVillage dataset - 6a3a 3 monazg 50 000 300pakeHb, Ha siKiii Oyl0 CTBOPEHO
yuciaenai CNN-mozaem as inertudikaiii monasa 30 TumiB XBopoo;

— PlantDoc dataset - 300pakeHHsI, 310paHi B MOJbOBUX YMOBAaX 13 MPUPOTHUM
¢dboHOM, 1110 CTaTM OCHOBOIO JIJISl TECTYBAaHHS MOJIENIEH Y peasIbHUX CLICHAPIsX;

— MobileNet Ta EfficientNet - merxki CNN-apXiTeKkTypu, ONTHUMI30BaHI I
MOOUTRHUX J0AaTKIB (Hanpukiaazd, Plantix, Nuru).

Octannimu poxkamu BifnOyBcs mepexin Bim CNN mo apxitektyp Tpanchopmepis
3opy (Vision Transformers, ViT), sxi 3aBasku MexaHi3my camoysaru (Self-attention)
3/MaTHI €)eKTUBHO BPaXOBYBATH TJI00AJIbHI B3aEMO3B’I3KM MiXK MiKcensiMu. Ha BiqMiHy
Bim CNN, mo mpairoroTh JIOKaabHO, TpaHCHOPMEpPH aHATI3yIOTh yce 300paKeHHS
IIIJTICHO, III0 0COOJIMBO BaXKJIMBO TP PO3II3HABAHHI CXOKHUX CUMIITOMIB PI3HHX XBOPOO.

KirouoBi Mozeni, o HaOyJ MOUIMPEHHS MPOTATOM OCTaHHIX POKIB:

— ViT (Vision Transformer, Dosovitskiy et al.): 6a3oBa apxiTekTypa, sKa mokasana
pe3yabTaTUBHICTH Ha piBHI ResNet mpu MeHIi KiTbKOCTI mMapaMeTpiB;

— DeiT (Data-efficient Image Transformer): ontumizoBana Bepcis st po6oTu 3
MaJMMU JaTaceTaMHu, M0 YacTO 3yCTPIYa€EThCS B arpapHOMY JOMEHI,

— MobileViT ta PMVT (Lightweight ViT): cnpoieni moxeni ajisi MOOUTBHUX
MPUCTPOIB 1 IPOHIB;

— Swin Transformer: iepapxiuHa apXiTeKTypa, sfKa KOMOIHy€ JIOKaJbHI Ta

m100ajbHI O3HAKU,
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— MAE (Masked Autoencoder) ta DINO: self-supervised migxomgu, 1m0
JTO3BOJISIFOTH HABYATH MOJIEN 6€3 BEJTMKUX PO3MIYEHHUX HAOOPIB.

JlociKeHHs TOKa3yIoTh, 1110 TaKi MOJIENi JeMOHCTPYIOTh BUCOKY POOYCTHICTD Y
MOJIOBUX YMOBax (3 IIyMOM, DPI3HUM OCBITJICHHSIM, YaCTKOBUMH IOUIKOIKEHHIMU
JHUCTKIB), a TAaKOX 3/1aTHI €()EeKTUBHO MPAIIOBATU MPHU HEBEIUKINA KUTBKOCTI MPUKIIAIIB
xBopoO (few-shot learning).

OTxe, eBOMIONIA BIJ TPAAUIIIHHUX METO/IIB /IO CYyYaCHHUX 1HTEJIEKTYaJIbHUX CUCTEM
J1arHOCTUKH 3HAMEHY€ COO0I0 HOBUM €Tar PO3BUTKY arpOTEXHOJIOTIH, y SIKOMY KJIFOUOBY
pOJIb BIAIrpalOTh METOAM KOMIT IOTEPHOTO 30py, TIJIMOOKI HEHUpOHHI Mepexi Ta
tpaHnchopmepu 30py. Bukopucranus moxeneir VIiT y cdepi arpoTexXHOJIOTH BiAKPUBAE
HOBI TICPCIICKTUBH JIJII CTBOPCHHSI IHTETIEKTYaTbHUX CHCTEM MOHITOPUHTY CTaHy POCITUH
Ta CBOE€YACHOTO BUSIBJIEHHS matojoriid. Came i miaXoAu JISKYTh B OCHOBY MOJATBIIIOTO

JOCIIIJIKEHHS, OMMCAHOTO Y HACTYIHUX MIIPO3/A1Iax.

1.3 Anani3z gocjimkenb Ta nyoJaikaniii 3acrocyBanHsi Vision Transformers

JJIS1 PO3MI3HABAHHSA XBOPOO POCIMH

OcTaHHI POKH XapaKTEPHU3YIOTHCS aKTUBHUM YIPOBADKEHHSIM TpaHCHOpPMEpPHUX
apXiTeKTyp y cdepy KOMIT IOTEPHOro 30py. SKIO paHilie JOMiIHYBajdud 3TOPTKOBI
HEWpOHHI Mepexki, To HuHI Vision Transformer Ta iX riOpuaHi Bapiamii CTarOTh
MPOBIIHUM HANpPSMOM JOCIIIXKEHb Yy pO3Mi3HABaHHI Bi3yaJIbHUX O0’€KTIB, 30KpeMa y
3aBJaHHAX Kiacudikaiii XBopoO ciibcbKorocnogapchbkux KynbTyp [8]. Lleit inTepec
MOSICHIOETHCS BUCOKOIO TOUHICTIO ViT, 31aTHICTIO €pEKTUBHO MPAIFOBATH 3 HEBEIIUKUMU
BUOIpKaMHU JTaHUX 1 MOKJIMBICTIO aJIaIlTaIlii miJ] MoJbOBl YMOBH.

VY HaykoBHX IMyOJIKaIlisIX OCTaHHIX POKIB JAOBeAeHO, 1o Vision Transformer Ta
oro moaudikamii (MobileViT, MAE-fViT, Swin Transformer) aeMOHCTpPYIOTH
HalKpailli pe3yJbTaTH B yMOBax pealbHUX 3HIMKIB, JI€ € IIyM, pi3HE OCBITIEHHS, (DOHOBI
0o0’extu. Ile poOuth iX 0COOIMBO MEPCHEKTUBHUMH I BIPOBAKEHHS B IMOJHOBUX

yMOBaXx, Y MOOLIbHUX Ta BeO-3acTOCYHKaX s hepmepis [2-4].
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Cepen 3araJibHUX TEHJACHIINA JOCIDKEHh Yy poOOTax OCTaHHIX POKIB
BIJ3HAYA€ThCA KUIbKAa CHOUIBHUX HampsMiB po3BUTKY Vision Transformers vy
CLIbCHKOTOCTIOAAPCHKUX 3ajauax:

— gerki apxiTektypu (MobileViT, PMVT) mins MOOUTBHEX 1 TTOJIBOBUX TIPHUCTPOIB;

— 116puHi moaeai CNN + ViT: moeaHyroTh JIOKaJIbHI Ta T100aIbHI 03HAKH [9];

— caMmoHaBuaiibHi (self-supervised) minxomu, 30kpema MAE (anrn. Masked
Autoencoder) 1 DINO, g po6oT 3 Maaumu oOcaraMy po3MIY€HHUX JaHUX;

— ajanTallisi MoJieJiel mija mojiboBl YMOBH (aHMI. in-the-wild), ne BpaxoByroThCs
IIyM, TiH1, Baplamii OCBITIEHHS Ta (OHOBI 00’ €KTH;

— nochipkeHHs fine-tuning nonepeH0 HABYCHUX MOJIENCH Ha Crieliani30BaHuX
naracetax pociuHHUX KynbTyp (PlantVillage, PlantDoc, Wheat Disease).

Jlami po3riisiHeMO HalO1IbII BILIMBOBI MyOJTiKallii, 1110 chopMyBaiid HayKOBy 0a3y
1 po3pooOku ViT y arpapHoMy JOMEHI.

LiY., ZhangJ., Liu D. nf Wang C. Ilpeacrasuiu noneriieny moaeias PMVT (Plant
Mobile Vision Transformer), po3po0ieHy creriaibHO IT MOOUIBHUX 1 BOYJOBaHHX
npuctpoiB [2]. ABropu mpomemoHcTpyBaiu, mo PMVT gocsrae BHCOKOI TOYHOCTI
kiacudikariii XBopoO JUCTA MPU 3HAYHO MEHIIIN KUIBKOCTI MapaMeTpiB, HIXK CTaHIapTHI
VIT abo ResNet. OcoOmuBiCTIO MIXOQy € TOEIHAHHS OJIOKIB caMOyBard 3
ontumizoBanumu  MobileNet-kouBomomisiMmu, 1m0  103BOJIsIE  MOACHI  €(PEKTHBHO
npamoBaTi B peasibHomy uaci [10]. PoboTta € BaHMBOIO 1jisi CTBOPEHHS IMOJIBOBHX
CUCTEM, SIKI HEe OTPEOYIOTh MOTY>KHOTO CEPBEPHOrO 00JIaTHAHHS.

Thakur A., Singh P., Jain R. y cBoemy AOCIHi>KEHHI 3ampoNOHYBaIM TiOpUAHY
apxitektypy CNN + VIiT, y sikiif 3ropTKOBI IIIapy BUAUISIOTH JIOKAIBbHI TEKCTYPHI O3HAKH,
a TpaHc(opMepHa YacTHHA aHaJi3ye ri1o0anbHi IPOCTOPOBI B3aeMo3B’si3ku [3]. Moxeb
IPOJIEMOHCTPYBaJIa MiABUIIICHHS TOYHOCTI KiIacu]ikailii Ha KUTBKOX BIIKpUTHUX HaOOpax
nanux  (PlantVillage, PlantDoc). BaxiauBo, 1m0 aBTOPM BUKOHAJIA  aHai3
IHTepIpPEeTOBaHOCTI pe3ynbTariB 3a gonoMoror Grad-CAM, mo 103BONHIIO Bi3yalabHO
MIJTBEPIUTH, SIK1 00JIACTI JUCTS BUKOPUCTOBYE MOJACHb JJIsi MPUUHATTS pimeHHs. Lle
H1ACUITIOE AO0BipY 10 BUKopucTaHHs ViT y mpakTHYHHMX arpapHUX CHCTEMax.
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Ullah A., Ahmad M., Zafar A. ta Habib S. npucsatunu po6orty kmacudikarii
XBOpOO JHCTS sIOYHI 3a TOTIOMOTOX0 Ti0puaHOi Mojaeni AppViT, 1o noeaHye nepeBaru
sropTkoBux 070kiB Ta Vision Transformer [4]. AppViT nokasana ctabiibHI pe3yIbTaTH
HaBITh Ha JIaHMX, 310paHUX y MoJboBHX yMoBax (in-the-wild), 3 TounicTio moHax 98%.
HocmimkeHas miarBepkye, mo VIT edhekTuBHO y3araibHIOE Bi3yalbHI TATEPHU HABITh
NP HAsABHOCTI IIIyMy, Bapiallii OCBITJICHHS Ta YaCTKOBHX VIIKOJKEHb JIMCTKIB.
OTpumaHni pe3yJapTaTH MatoTh O€3MOCEPETHIO MPAKTUYHY LIHHICTD JJIs1 MOOLJIBHUX 1 BEO-
piuieHs y cepi arpOMOHITOPUHTY.

Zhao H., Xu R., Tang Y. i Wang X. y cBoiif myOJikaliii npeacTaBiiIn iaxi,
3acHoBanmii Ha Self-supervised naBuanni, ne momen» MAE (Masked Autoencoder)
CIIOYaTKy HAaBYAETHCS BIJIHOBIIOBATH TPUXOBAHI YAaCTUHU 300pa)K€HHs, a TMOTIM
JIOHABYAETHCS HA HEBEJIMKOMY CIICIiali30oBaHOMY HaOopi maHMx KapTorum [5].
Pe3ynbraTt noBenH, 1O Taka CTpaTeris MONepeaHbOr0 HaBYAHHS CYTTEBO IT1JIBUILYE
pPOOYCTHICTD 1 y3arajpHIOMOUy 31aTHICTh VIT mpu oOMexeHil KigbkocTi maHux. Lle
0COOJIMBO BaXJIMBO I MaduX (epMEPCHKUX FOCIOAAPCTB, SIKI HE MAlOTh BEIMKUX 0a3
300paxXeHb JIJIs1 HABYaHHS MOJIETICH.

Y nocmimkendi Zhao Z. 3amporOHOBAHO BEIIMKHA MyJIBTHMOJAIbHUN IaTacerT,
SKMH BKJTIOYAE HE JIUIIEC 300pakeHHS, a i TEKCTOBI OITUCH CUMIITOMIB XBOpoO [7]. ABTOpH
MOPIBHSUTM  PE3yJbTaTH pI3HUX apxiTektyp, 30kpema CLIP-ViT, CNN i Swin
Transformer, y ckmagaux pealbHUX yMoBaX. Po0oTa migkpecitoe BaXJIUBICTh
MYJIBTUMOJATBHUX 1 MYJIbTHKEPETBHUX M1X0/IIB, 1€ MOE€IHAHHS 300pakKeHb, TEKCTY U
MeTeoJJaHuX 3abe3nedye CyTTe€BE MiABUIIEHHS TOYHOCTI. Lleil Hampsim JemMoHCTpye
NEepPCHEeKTUBHICTh BUKOpHUCTaHHS ViT y cucremax, 34aTHUX 1HTErpyBaTU Pi3HI TUIU
1H(popmarrii.

Mopnens CLIP-VIT (Contrastive Language-Image Pretraining), crBopeHa KOMITaHi€x0
OpenAl, Tako)k aKTMBHO 3aCTOCOBYEThCS y 3ajauax kKiacudikauii xsopo6 pocimn [6]. Ti
nepeBara — y MyJIbTHMOJAJIBbHOCTI: MOZIETb HABYAETHCS Ha Mapax «300pa’keHHsI Ta TeKCTOBHUI
omvcy». Y nmocmmkenHsx nosenacHo, mo CLIP-VIT moke BukopucTOBYBaTHCh y Z€ro-shot

pexuMi, TOOTO 0€3 J0JaTKOBOIO HABYAHHS, SIKIIO KJIAaCH MalOTh TEKCTOBI OMMCU («ip)ka
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TIIEHUIT», «(piTodTopo3 KapTorut» Toio). Lle BiIkpruBae HOBI MOMIIMBOCTI TSI CTBOPEHHS
CHCTEM, sIKI pO3yMIIOTh CEMAHTHKY Ha3B XBOPOO.

VY nisioMmy MOXHa BiIMITUTH MPAKTUYHY PEJIeBaHTHICTh —y 0aratbox podorax ViT
aJanTyloTh M7 MOJbOBI YMOBH (IyMm, (OH, pi3HE OCBITJIICHHS) Ta MiJ MOOIIbHI
mwiarpopmu (PMVT, MobileViT-based) [11]. XapakTtepHuM € 3acTOCYBaHHS METOIIB JIJIs
Mmazoi kimbkocTi MiTok: self-supervised (MAE, DINO) nin yac fine-tuning noka3ytoTtb
Kpaily poOYCTHICTh MpH OOMEXKEHUX JaHMX, W0 YacTo OyBa€ y CUILCBKOMY
rocniogapctsi. [loegnanns CNN (stokanbH1 03Haku) Ta ViT (rinoOanbHUI KOHTEKCT) Ja€
CTaOUIbHUI MPUPICT Y 3aJ1a4ax PO3PIZHEHHS CXOXKHUX KJIAClB XBOPOO.

VY3araJipbHIOIOYM Pe3ybTaTh CydyacHMX MyOJiKaliid, MOXKHA BUIUIMTA Taki
TEHACHINI:

— ViT-mozeni JeMOHCTPYIOTh BHCOKY TOYHICTH (110 98-99%) y 3aBmaHHsIX
KkJjacudikaii XBopoo JUCTS PI3HUX KYJIBTYD;

— r10puani apxitektypu (CNN + ViT) noe1HyI0Th JIOKaJIbHI Ta [NI0OAIbHI 03HAKH,
110 MOKpaIIy€e cTablIbHICTh MOJIEIII,;

— Self-supervised metomu (MAE, DINO) 3HWKyo0Th noTpedy y BEJIMKUX
pO3MiYEeHUX HabOpax;

— MobileViT Ta 11 lightweight Bapiatiii poOnsiTe MOKIUBUM BUKOpUCTaHHS Al
Oe3nmocepeHbO Ha MOOUTEHUX MPUCTPOSIX;

— mynmbrumonanbhi miaxoau (CLIP-ViT) mo3BomsitoTs 3milicHioBaTH zero-shot
KJ1acudikallio Ha OCHOBI TEKCTOBHX OITHCIB.

Meroau KOMIT' FOTEPHOTO 30py Ta TIIMOMHHOTO HABYAHHS CHOTOJHI CTAHOBIIATH
OCHOBY aBTOMAaTH30BaHWX CHCTEM MOHITOpUHTY pociauH. Bixg kmacmuaux CNN 10
cydacHux Vision Transformer cnocTepira€TbCsi TOCTIMHE TMIABUINEHHS TOYHOCTI,
THYYKOCTI Ta 37JaTHOCTI TIPAIIOBATH B peaibHUX YMOBax. L{i maxoau ¢opMyroTh HAyKOBE
MIATPYHTS 1JI1 MOAQIBIINX JOCHIKEHb Yy chepl CTBOPEHHS 1HTEIEKTYaJbHUX CHUCTEM
J1arHOCTUKHU XBOPOO CLITECHKOTOCTIONIAPCHKUX KYJIBTYP, 110 € MPEIMETOM JTaHOi POOOTH.

Takum unHOM, Vision Transformers cTaroTh pyHIaMEHTATBLHOI TEXHOIOTIEK NS
noOyJOBM Cy4YacHHX CHCTeM aBTOMATH30BAaHOI iaTHOCTHKM XBOpOO pOCIHH. IX
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MOEHAHHA 3 MeToJaMM JoHaB4aHHs (fine-tuning), MyJIbTHMOJAIBLHUM aHATI3OM 1
JeTKUMH MOOUIBHMMHU peati3alisiMid BIJKPUBAE IIISX /IO CTBOPEHHS aJalTHBHUX,
MIBUIKAX 1 TOYHUX 1H(QOpMAIIHHUX cucTeM y cdepl po3yMHOro 3emiiepoOcTBa (aHTIL.

Smart Farming) [12].

1.4 Orusx nporpaMHuUX pilleHb JJis1 AiarHOCTUKHN XBOPOO y arpapHiii rasnysi

OxkpiM akageMIYHUX AOCHIIKEHb, y CBITI AKTUBHO PO3BHUBAIOTHCSA MPUKIAJIHI
pILIEHHS, SIK1 BXKE peani3yroTh o110H1 TexHoJorii. Cepell JOCTYIHUX Ha PUHKY TOTOBUX
pilieHb, Kl CbOrOJHI BUKOPHCTOBYIOTH JJIA JIarHOCTUKHU 1 PO3IMI3HABaHHA XBOPOO
CUIbCBKOTOCTIONAPCHKUX KYJBTYp, MOXHa BHJIUJIMTH HACTYNHI BHJIM IPOrPaMHOTO

3a0€e3ICYeHH

KOHCYJIbTAIlI/HI / TOProOBi M1aThOpMHU, TTOETHAHI 3 11arHOCTUKOIO;

— MOOUIBHI JIarHOCTHYHI JIOJIATKH;

— miardopmu precision-ag / enterprice;

— JIPOH-CYNyTHUKOBI aHAJIITUYHI CEPBICH.

Opgnak B OUIOMYy KiIacHQikaliss TOTOBUX MPOTPAMHUX pIIIEHb YITKOTO
pPO3MEXYBaHHS HE MAa€, OCKUIbKM KOHCYJIbTallliHI MinaThopMH, TMOEAHAHI 3
J1arHOCTUKOI0 MOXYTh OYyTH MOOITFHUMH 3aCTOCYHKaMU. A KOpIOpaTUBHI miatGopmMu
MOXXYTh IepeadayaTu IHTErpaiilo AaHUX 3 JAPOHIB, CYMYTHUKIB Ta MOOUIbHI (OTO.
CyuacHi arpapHi IT-pimeHHst 1HTETpYIOTh KOMIT IOTEPHHUI 3ip 13 Be03acTOCyHKaMH 1
MOOUIBHUMH TIIaTGOPMaMH, CTBOPIOIOYM KOMIUIEKCHI 1HQOpMAIlIHI CUCTEMU IS
HIATPUMKN TPUIAHATTS PIlLICHb.

Koncynomayivni / mopeosi niamgopmu, noeowauwi 3 0ia2HOCMUKOO €
matgopMaMu, IO JalOTh JiarHo3 Ta TMPOJAlOTh pilleHHS a00 MiIKIIYarTh
MOCTaYaIbHUKIB TIOCTYT. JI0 HUX MOYKHA BiTHECTH MOOUTbHMIA 3aCTOCYHOK JIJISI MUTTEBOT
kinacuikaii 3axBoproBanb 3a (oro Plantix: cepBic J1arHOCTUKU Ta PEKOMEHIAIlIN
saxucty (https://plantix.net/en/?utm_source=chatgpt.com). Ilpu ddororpadyBanHi
KOPHUCTYBAa4e€M YpPaXXE€HOI POCIMHHM 3aCTOCYHOK IIBUAKO Kiacudikye mpobdiemy
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(xBOpoOa, MIKITHUK, Ae(IIUT) 1 TOBEpTAE JIarHO3 Ta peKOMeHallli JikyBanHsa. Cuctema
HaBYCHA Ha BeJNMKiN 0a3l KOpHCTyBalbKUX (OTO, IO MIABUILYE i1 aJanTHUBHICTb.
Po3pob6nena 3 Bukopuctanusam MoOumpHUX CNN-apxiTekTyp, OekeHn 30upae MeTagaHi
(reosokarriro), migcuiarooun pekoMenmarii [13]. I[lepeBaramMu € MIBUAKHI 3BOPOTHHIA
3B’s130K 1 mpoctuit UX nmst pepmepis.

Mobinbni  diaeHocmuuHi  3aCMOCYHKU ~ JO3BOJISIOTH  MPOBOJUTH  IIBUIKY
JIarHOCTUKY 3 TenedoHy: (oTo — BIANOBIAL. YacTo MaroTh oQuaiH-pexuMm abo
CEpBEPHY IMEPEBIPKY, (POKYCyIOUM yBary Ha IOJbOBUX YMOBax (PO3MHTI, 4aCTKOBO
3akpuTi JUCcTKH). Po3poOieHi 3 BukopuctanHsM TexHonorid TensorFlow Lite ab6o
mobOuTeH1 PyTorch-moneni (MobileNet, EfficientNet-lite, nerki ViT/DeiT-Bepcii), a
takoxk object detection (TensorFlow Object Detection API) mis BuniieHHs nucra Ha
doto. IlepeBaramu € opieHTalis Ha (epMepiB, BIAKPUTI/aKaJeMiuHI PEKOMEHJAIlii,
npoctota BuKopucTaHHs. [Ipukimagom € 3acrocynok PlantVillage Nuru: ociTHs
wiatdopma FAQ, 1o BukoprctoBye mozeni TensorFlow Lite.

ITnamgopmu precision-ag | enterprise € KOPHOPaTHBHUMH PIIICHHIMH, SIKi
OpPIEHTOBaHI Ha arpoxoJiAuHru. HampsiMu iX 3acTOCyBaHHA — aHaJIITHKA TMOJIB,
IUIaHyBaHHS,  pekoMeHpaiii. PeamizoBani 3  BUKOPUCTaHHSM  TEXHOJIOTIH:
BucokonpoayktuBHi CV-naimnaitan (CNN, detection models — YOLO/Faster-RCNN;
1HO/1 BJIACHI attention-apXiTEKTypH), aHATITHKA time-series s paHHbOTO BUSIBIICHHS.
BuxopucrtoBytots spectral indices (NDVI) ta mammnnoro naBuanust ML. IlepeBaramu €
MaclTabHICTh, BUCOKA TOYHICTH JUIsl BEJMKUX IUIONI, IHTErpalis 3 arpOHOMIYHUMH
poLEecamH.

Jlo Takux mnatdopm BigHocATh Taranis Ta xarvio FIELD MANAGER: enterprise-
r1aTdOopMHu TSl arpOXOJIIUHTIB, 10 TOEAHYIOTh JIaHl IPOHIB, cymyTHUKIB 1 Al-anaris.
Taranis (crop intelligence): anagiTiuHa miardopMa sl MOHITOPHUHTY TOCIBIB i3 APOHIB,
gKa  3JIMCHIOE  aHali3  Ha  HAsABHICTh  XBOpOO,  IIKITAHUKIB,  Oyp’sHIB
(https://www.taranis.com/blogs/ai-powered-crop-
intelligence/?utm_source=chatgpt.com), nae field-level kapTu pu3MKiB i peKOMeHIALi

s 3acrocyBanHs iHTepBeHnuiid. Xarvio FIELD MANAGER: cucrema ympaBiiHHS
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NOJIIMU 3 TPOTHO3YBAHHSIM PHU3HMKY 3aXBOPIOBaHb, HaJla€ IOJE-OPIEHTOBAHI
pexoMeHantii (CiTHHS, 3aXKUCT, JOOPUBA) 3 €IEMEHTaMH ITPOTHO3YBAHHS PU3UKY XBOPOO,
spray-timers juis ontuMisaiiii BHeceHHs (GyHrinuaiB. [loegnye rule-based arponomiunnx
Mozeneld Ta MamnmHHe HaB4yaHHs (ML) 11st mporHo3y 3axBOproBaHb HA OCHOBI METEO 1
KapT pocauHHOCTI. lle mpakTWyHUil I1HCTPYMEHT mJis IUIaHYyBaHHS 3aXHUCTy, MAae€
iHTerpamiro 3 arponomiunmMu  nporecamu - (https://ag.xarvio.com/global/field-
manager.html?utm_source=chatgpt.com).

Jlpou-/cynymuuxosi ananimuuyHi cepgicu TPALIOIOTh BiJ KapTU MOJA 10
JokanizoBaHux iHTepBeHuid. [Ipukinagamu cepsiciB st dopmyBanHs NDVI-kapt ta
aBTOMATUYHOTO BUABJCHHS 30H cTpecy € DroneDeploy Ta AgroScout: aHamiTHdHi
CEpBICH JJIi MOHITOPUHTY TIOJIB 1 BHSIBICHHS YpakeHb 3 MOBITps. SK mpailtoe
DroneDeploy: onepatop tutanye moiit apoHa — DroneDeploy 36upae 2D/3D
orthomosaics — plant-health iHcTpymentn (NDVI, custom indices) Ta ML-anani3z mis
BUSIBJIGHHSI 30H CTpeCy, TEHEpyloud TeHepyloThest prescription maps (VRA)
(https://www.dronedeploy.com/solutions/agriculture?utm_source=chatgpt.com).
[lepeBaramMu € OXOIUICHHS BEJIUKUX IUIOLI; paHHE BUSIBJICHHS, IHTErpaiis 3
VRA/arperamiero.  AgroScout  (https://agro-scout.com/?utm_source=chatgpt.com)
KOMOIHY€ pOH/CynyTHUKOBI JaHi Ta ground photos, 371HiCHIOE aHai3 3 BUKOPUCTAHHSIM
Al 17151 paHHBOTO TIOTIEPEKEHHS MPO IIKITHUKIB/XBOPOOH, (hOPMY€E arpOHOMIYHI 3BITH.
Komanga Takoxx Hagae arpoHOMiuHy Bepudikaiiro pe3ynbrariB. IlepeBaru: BucoOKa
TOYHICTb 3aB/ISKH arpOHOMIYHIN Basiallii, maxXoquTh JUIsl KOHTPAKTHUX CEPBICIB.

Jlo mepeBar HasBHUX TOTOBUX MPOTpaMHUX PIIICHh MOXHA BIIHECTH IIBUIKE
BUSIBJICHHS Ta MaciuTa0yBaHHS MOHITOPUHTY (0COOJMBO  JIPOHU/CYITyTHUKH),
MO>KJIMBICTh PAHHBOTO BTPYUYaHHS Ta 3HWKEHHS BTPAT, OTPUMAaHHS KPaIIoro pe3yibTary
3a paXyHOK KOMOIHyBaHHs JuKepen aanux [14]. 3aranom cydacHi miaxoad J03BOJISIOTH
NepelTH Bl peaKTUBHOI A0 MPEBEHTUBHOI MOJIEIN YIIPaBIIHHS MOCIBaMU, KOJIU CUCTEMA
HE JIMIIE PO3Mi3HAE CHMIITOMH XBOpPOO, a W MPOTHO3YE PHU3UKH iX BUHUKHEHHS.
BrpoBapkeHHST TAaKUX TEXHOJIOTIH € CKJIaJI0BOI0 CTpATETrii «pO3YMHOI0 3eMJIEpOOCTBA»

(amrn. smart farming) Tta «umdpoBoro ciabchbkoro rocmogapctBa» (anri. digital
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agriculture).  Taki  cucTeMHM  TOETHYIOTh  QJITOPUTMH  pO3IMi3HABaHHI 3
reoinpopmamiitaumMu TexHomorismu (GIS), xmapauMy 00YHCICHHSIMU Ta MOOITLHUMU
iHTEepdeiicaMu, Mo J03BOJISIE BUKOHYBATH aHANI3 y peaJbHOMY 4Yaci Ta ONEpaTHBHO

pearyBaTH Ha 3MiHU CTaHy KYJIbTYD.

1.5 Ilpo6GiemMu Ta 00MeKeHHS iCHYIOYHMX MiIX0TiB

[lonpu 3HauHI AOCATHEHHA y c(depl aBTOMATU30BaHO! JIarHOCTHKUA XBOPOO
CLIbCHKOTOCTIOAAPCHKUX KYJIBTYP, ICHYIOUI PIIIEHHS MalOTh HU3KY HAYKOBUX, TEXHIYHUX
1 IPaKTUYHUX OOMEXKEHb, SIKI YCKIAQJHIOIOTh IX IIMPOKE BIPOBAKEHHS B arpapHy
npakTUKy. [IpobGiemMu cToCcyroThes K SIKOCT1 IaHUX, TaK 1 apXITEKTYPHUX BIACTUBOCTEN
MOJeIel, a TaKoX eKOHOMIYHUX 1 OpraHi3allifHMX YMHHUKIB BHKOPHUCTAHHS
THTENICKTYaIbHAX CUCTEM y pealibHUX yMoBax [15]. PosrisiHemo ix meranbHinie.

1.Hecmaua skichux ma penpezeHmamusHux Oaxux. bBUIBIIICTE MyOIIYHO
noctynaux HabOopiB ganux (PlantVillage, PlantDoc, Mendeley Wheat Disease Tormro)
MICTATh 300pa)KeHHsI, 3p00JIEHI B KOHTPOJIbOBAHUX JIAOOPATOPHUX YMOBAaxX 13 YUCTHUM
¢boHOM, pPIBHUM OCBITJICHHSIM 1 YITKUMHU O3HaKaMu XBOPOO. Taki 300pa’keHHSI ICTOTHO
BIJIPI3HSIOTHCA BiJl MOJBOBUX (POTO, OTPUMAHUX Y PEAIbBHUX YMOBaX, A€ NPUCYTHI:

— IIyM, HEpIBHOMIPHE OCBITJIEHHS, TiH1, (JOHOBA POCIUHHICTD;

— Bapiailii COpTIB, CTaAlll pocTy, reorpapiyHUX YMOB;

— HEOIHOPITHI MPOSBU OMHIET 1 TI€T K XBOPOOH.

Lle sBume BimoMe sk domain gap — po3pUB MK JaHUMH, HA SKHUX HaBYaIaCh
MOJIEJb, 1 TUMH, 110 3yCTPIYAIOTHCS IMiJT 4aCc MPAKTUYHOTO 3aCTOCYBaHHS. Y pe3yibTaTi
MOJIEIIb, SIKa IEMOHCTPYE TOUHICTh 98-99% y maboparopii, MoKe 3HUKYBATH TTOKA3HUKHU
1o 70-80% y moJIbOBUX YMOBAX.

2. Obmedicenicmb anomayivi i mpyoHowi pozmimku. Po3miTka 300pa’keHb
noTpedye ydacti (¢axiBiiB-arpoHOMIB a00 (PITOMaToONIOTIB, OCKIJIBKH HEMpaBUJIbHE
MapKyBaHHSI MOX€E MPU3BECTH JI0 CIIOTBOPEHHS HaBYaHH. /{151 6araTbox KyJIbTyp ICHY€E

Opak 4iTKUX Bi3yaJIbHUX OMHUCIB XBOPOO, a OKpeMi 30y JHUKU MAIOTh MO10HI CUMITTOMH.
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Ile ycknaaHIO€ CTBOPEHHS SIKICHUX AaTaceTiB 13 MPEeIu3iiHUMH MITKaMu. JlOCITiIKEeHHS
2024-2025 pokiB BKa3ylOTb, IO JJIs PIAKICHUX a0 perioHajabHO crenudiuHux XBOpoO
4acTO € JIMIIE KiJbKa JACCATKIB 300pakeHb, YOTO HEIOCTAaTHHO ISl KJIIACHYHOTO
supervised-naBuanns. 1o nmpoGieMy 4acTKOBO BUPIIIyOTh MeToau self-supervised abo
few-shot learning (MAE, DINO), omHak BOHM TIOTPeOYIOTh JOJATKOBHX
O0YHCITIOBAILHUX PECYPCIB 1 HAIAIITYBaHHs rineprnapamerpis [16].

3. Bucoka eumoziugicme modenell 00 anapamuux pecypcie. BIabIIICTh CydacHUX
apxiTekTyp, 30kpema ViT-Large a6o Swin-Transformer, MaioTh BeIWKYy KUIbKICTH
napameTpiB (JI0 COTeHb MUIBMOHIB) 1 MOTPEOYIOTh MOTY>KHUX TpadiuHUX MPOLIECOPiB
(GPU) nns maBuanHs Ta iHpepeHcy. lle yckmamHioe X BUKOPHUCTAaHHS HAa MOOLIBHHX
OPUCTPOSIX ab0 B yMOBax OOMEXEHUX OOYMCIIOBAIBHUX pecypciB (Masi (pepMepchki
rOCIoJapCcTBa, MONBOBI craHIlii). Xoda po3poOseHi monermeni Bepcii (MobileViT,
PMVT, DeiT-Tiny) 4acTkoBO 3MEHIIYIOTH IO MPOOJIEMY, KOMIIPOMIC MiXk IIBUIKOIIE0
Ta TOYHICTIO 3aJMINAETHCA CYTTEBUM BUKIMKOM. KpiM TOro, CKJIamHICTh MOJENeH
YCKJIQTHIOE 1X MOSICHIOBAHICTh Ta aHaJi3 Pe3yJIbTaTiB I KOPUCTyBaya-arpoHOMA.

4. Heoocmammus inmepnpemoganicmv pesyavbmamig. llompu BHUCOKI METPHKHU
TOYHOCTI, pe3yJbTaTH MIHOMHHUX MOJIENICH 3aIUIIAIOTHCS ISl KOPUCTYBada “dOpHUM
AMUKOM”. Y peallbHUX arpapHux ymoBax ¢depMep abo arpoHOM MOTpeOye HE JMIIE
kiacugikaiii xBopoOu, ane i MOSICHEHHS, HA OCHOBI SIKUX O3HaK 3p00JIECHO BHCHOBOK
(HampuKIa:, sKi JUISHKH JINCTKA € KpuTHYHUMK). bararo pocmignukis (Thakur et al.,
2023; Ullah et al., 2024) 3actocoBytoTh Bizyami3aiiiini Meroau Grad-CAM a6o Attention
Map nms mokpareHHs MPO30pOCTI MOJEeH, MPOTe Takl PIllIEeHHS TOKU IO HE €
CTaHJAAPTOM Yy TOTOBUX MPOTPAMHUX NPOAYKTaxX. BIiJICyTHICTh 1HTEPIPETOBAHOCTI
3HUKYE PiBEHb TOBIPH KOPUCTYBAYiB 10 aBTOMATHU30BaHOI cuctemu [17].

5. Ilpobnemu cenepanizayii ma neperasuanus. Mojemni, HaBUEHI Ha BY3bKOMY
Ha0opi AaHUX (HAIPUKJIIAI, JUIIe 10TyHeBl a00 TOMAaTHI JIUCTKH), YaCTO AEMOHCTPYIOTh
HU3bKY y3arajbHIOBaJIbHY 3[aTHICTh P 3aCTOCYBaHHI 10 IHIINX KYJbTYp a00 PETriOHIB.
Ile noB’s3aH0 3 nepenaBuanusm (overfitting), konu Moness 3amam’IToBye crieludivHi

naTepHU HaBYAJILHOT'O Habopy, 3aMICTh (POPMYyBaHHS yHIBEPCATbHUX O3HAK. Y 3B S3KY 3
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UM BHHHKAE rmoTpeda y fine-tuning moaeneit ViT Ha JOKaIbHUX AaHMX, IO JO3BOJISE
MiJIAITOBYBATH CHUCTEMY IIiJ] KOHKPETHI COPTH KYyJbTYp, PETiOHAIbHI MAaTOreHH Ta
KJIiMaTHaHI yMoBH [18].

6. Bucoxa eapmicmeb ma 3aKkpumicms KoMmepyiluHux piuiens. barato cydacHHX
cucrem (Plantix, xarvio FIELD MANAGER, Taranis, AgroScout) e koMmepIiitHuMU
nmaaTGopMaMu 3 OOMEKEHMM JIOCTYIIOM JI0 BHYTpIIUIHIX Mojeneil 1 jgaHux. Ix
BUKOPHUCTaHHSA Nepeadavae omiaTy manucKy, 30epiraHis JaHuX y XMapi Ta BIICYTHICTh
KOHTPOJIIO HaJ MoOJACIUI0 abo pe3ynbTaTaMu. [ OCBITHIX, AOCHIIHMIIBKHX a0o
perioHalbHUX 3a/a4d 1€ CTBOPIOE Oap’ep, OCKUIbKU BIJACYTHS MOKIIMBICTh THYYKOI
ajanrtamii mijg JokaidbHl notpedu. CaMe TOMY akTyaJbHUM HAIpsIMOM € CTBOPEHHS
BJIACHUX BIJIKPUTHX CHUCTEM, IO 3a0€3MeuyloTh KOHTPOJb HaJ JAaHUMH, MOJACIISIMH Ta
npoiiecoM HaBuaHHs [19].

7. Henosna immeepayin 3 acpoHomiunumu npoyecamu. BiNbIIICTh iCHYIOUUX
pilieHb OOMEXYIOTbCS (PYHKIIEI0 Kiacudikaimii 300pakeHb 1 HE 3a0e3MevyyroTh
NOJAJIbIITY MIATPUMKY MPUHUHATTA PIlIEHb — PEKOMEHJAlli 00 JIKyBaHHS, MPOTHO3
NOIIMPEHH a00 EKOHOMIYHY OLIHKY pu3uKiB. lLle 3HMXKye NpakTU4YHY LIHHICTh
aBTOMATH30BaHOI JiarHOCTUKH. Jlns migBUIIEeHHS €(QEKTHBHOCTI CHUCTEMH MAarOTh
IHTErpyBaTy arpoOHOMIYHI 0a3u 3HaHb, reoiH(OpMaliiiHl KapTU Ta aHAJITUYHI MOIYI,
10 J103BOJIATH epMepy He Jiuile 11eHTUu(iKyBaTu npoodiieMy, a il OTpUMaT KOHKPETH1
nit st 11 Bupimenns [20].

8. Emuuni ma 6e3nexkosi acnexmu. 30upaHHS ¥ TepelaBaHHs 300pakeHb 13
reoTeraMu 4epe3 XMapHi CEpBICH CTBOPIOE PU3UKHU TSI KOH(PIACHITIHHOCTI KOPUCTYBAYiB
1 TOTEHIIMHOTO BUTOKY arpapHuX JaHUX. Tako)X BUHUKA€E MUTAHHS BIAMOBIAATBHOCTI 32
MOMWIKU J1aTHOCTUKH, SIKIIO PEKOMEHJAIl MOJeil MPU3BOASTH 10 MaTepiaIbHUX
30uTKiB [21]. Jis momonaHHS HMX OOMEXKEHb HEOOXiTHO BIPOBAKYyBaTH MPO30Pi
QITOPUTMH, JIOKAJIbHE 30€piraHHs JaHuX 1 ayJIUT MOJIEIEH, 0 € BAKIMBUM HAIMpPSIMOM
MOTATTBIITUX JTOCITIIKEHb.

3nificHeHU aHalli3 J03BOJIsiE€ 3pOOUTH HACYTHHI BUCHOBKU. CydacHi MiAX0au 10

aBTOMAaTHU30BaHO1 ,Z[iarHOCTPIKPI XBOpO6 POCINH ACMOHCTPYIOTh BHCOKHM HOTCHHiaJ'I, ajic

2025 p. Myp3akoii Jlanuino



26

Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

CTUKAIOThCS 3 HU3KOIO MPOOJIeM: HecTaya perpe3eHTaTUBHUX JaHUX 1 IKICHUX aHOTallii;
CKJIQIHICTh 1 PECYPCOMICTKICTh MOJIETICH; BIICYTHICTh 1IHTEPIIPETOBAHOCTI PE3YIbTATIB;
notpeba B JIOKaIbHIN afganTaiii Ta BIIKPUTOCTI cUcTeM. Mojeni, HaBueHl Ha “ducTux’
natacetax (PlantVillage), morano npaiioroTh y “moiap0BUX” yMoOBax 0e3 JIOHABYaHHS.
BapTicTh enterprise-pillieHb € BUCOKOIO, B HassBHOCTI MPUCYTHI €TUYHI Ta KOMEPIIiiHi
PU3HUKH MPU BUKOPHCTAHHI KOHCYJIbTAIMHUX TiaTdhopm. s HaaiitHOCTI peKOMEeH Al
noTpeOyIOTh arpOHOMIYHOI Bepudikariii.

[logonanHss 1UX OOMEXEHb BUMAara€ CTBOPEHHS THYYKHUX, BIIKPUTHUX
1HQOopMaIIHHUX CHUCTEM, SIKI TOEIHYIOTH TOTYXHICTH TpaHCPOpMEpHUX Mojened 3
IPaKTUYHOIO OPIEHTOBAHICTIO Ha KOpHUCTyBada. ICHye motpeba y po3poOLl CHCTEMH,
OpIHTOBAaHOT Ha HEBEJMKI Ta cepenHi (epMepCchKli TOCHOAAPCTBA, JJIS BUPIIICHHS
CBOEYACHOI JIIAarHOCTUKHU XBOPOO 0€3 3aly4eHHs] BUCOKOKBaTi(hiKOBAaHUX €KCIEPTIB, KA
npyu OOMEXEHIM CKJIaJHOCTI Ta PEeCypCOMICTKOCTI MIJABUILYE 1HTEPIPETOBAHICTh

pE3ybTAaTIB.

1.6 IlocTanoBKAa 3aaau4i

[IpoBenenuii aHagi3 MiAXOJIB 0 J1arHOCTUKH XBOPOO CLIBCHKOTOCIOIAPCHKUX
KyJbTYp 13 BUKOPUCTAHHSM CY4YaCHUX TEXHOJIOTIM IITYYHOTO IHTEJEKTY MOKa3aB, IO
ICHYIOY1 PIILIEHHS, MOMPH BUCOKI PE3yJbTaTH Ha €KCIIEPUMEHTAIbHUX Habopax NaHuX,
MarTh HHM3KYy OOMEXEHb — HacaMmIlepe]] BIACYTHICTh ajanTarlii 10 JOKaJbHUX YMOB,
HECTady pEnpe3eHTATUBHUX JAaHMX 1 CKIAAHICTH 1HTErpailii B 3pyd4Hi iHGOpMariitHi
CUCTEMHU JIJIS TPAKTUIHOTO BUKOPUCTaHHSA. Buxos149u 3 115010 0yJ10 3p00JICHO BUCHOBOK
PO HEOOX1THICTh pO3pOOKH 1H(POPMAIIAHOT CUCTEMH, KA 3a0e3Meuye aBTOMaTH30BaHy
J1arHOCTUKY XBOPOO POCIHH 13 BUKOPUCTAHHSAM TpaHCHOPMEPIB 30py, aAanTOBAHOI ITi]T
YMOBH PEAJIbHUX arpapHUX rocrolapcTB.

Po3pobka iHbopmamiitHOi cuctemu miependadae CTBOPEHHS Ta JOHABYAHHS Ha
cnemiami3oBanoMy  Data  Set wmomemi  VIT  nmius JI1arHOCTHKM  XBOPOO

CIJTbCHKOTOCIIOJIAPCHKUX KYJNBTYp Ta 11 1HTerpamii 10 Be03acTOCYyHKY, SKWUU Hazaae

2025 p. Myp3akoii Jlanuino



27

Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

KOPHCTYBaueBl 3pydyHHM 1HTepdeiic s BUSBJICHHS TATOJIOTIA Ta BI3yaJbHOI
1HTepIpeTanii pilieHb y peXuMi peasbHOTo 4acy. s mporo HeoOXimHO HEOOX1THO
peaizyBaTH HaCTyITHE:

— MpoaHaji3yBaTu IpPEIMETHY chepy JIarHOCTUKHU XBOpPOO
CLThCHKOTOCTIONAPCHKUX KYJIBTYP 3 BUKOPUCTAHHSAM cydacHuX TexHosorii LI, 3pooutn
OIMISiZ] CydyacHUX AOCTIKEHb Yy Il cdepl Ta MpOrpaMHUX PIlIEHb, IO PEaTi3yloTh
JIarHOCTHKY XBOPOO POCIUH 13 BUKOPUCTAHHSAM KOMIT FOTEPHOTO 30PY;

— JIOCTIJUTH TEepeBard Ta HEJOJIKH ICHYIOYMX IIJIXOJIB, OOTpyHTYBaTH BHOIp
mozaeni Vision Transformer ajist BUpilieHHS MOCTABIEHO1 3a/1a4i;

— npoBecTd (OPMYBaHHSA, OYMILEHHS Ta MIArOTOBKY HaBuarouoro data set i3
300paXKEHHSMH JIUCTA CIICHKOTOCIIONAPCHKUX KYIBTYD;

— peanizyBatu npoiec AoHapuanHs (fine-tuning) 6a3oBoi HaBueHOi Moneni ViT Ha
I1JIFOTOBJICHOMY Ha0OPi JaHUX, MPOBECTH JIOCIIIKEHHS 3 METOO MiA00PYy ONTUMATBHUX
rineprmapaMeTpiB, siki 3a0e3meuyloTh BHUCOKY TOUHICTH Kiacuikaiii Ta NpUAHATHY
IIBUIKICTh HABYAHHS;

— OIIIHUTHU SKICTh JoHaBueHoi moxeni ViT 3a gomomororw Merpuk Accuracy,
Precision, Recall Ta F1-score;

— po3pobutu Be03aCTOCYHOK, 10 MICTUTh IHTETPOBaHY HaBYCHY IS
po3mi3HaBaHHS XBopoO Mmoxaenb ViT Ta 3abesnedye iHTepderc sl 3aBaHTaKEHHS
300pake€Hb  JIUCTA CLICHKOTOCIONAPCHKUX KYJABTYpP 1 OTPUMAaHHS pe3yJIbTaTiB
JIarHOCTHKY Ta 1X 1HTEepIIpeTalii;

— MPOBECTHU TECTYBAHHS CUCTEMU Ha peajbHUX 300pa)KEHHSX 1 MpoaHali3yBaTu
pe3yapTat poOOTH Y TPAKTUYHUX CIICHAPIAX.

3acrocyBanHs apxitektypu Vision Transformer s aBTOMaTH30BaHOI
JIarHOCTUKH XBOPOO CiIbCHKOTOCHOAAPCHKUX KYJBTYp 13 BJacCHUM MexaHizmom fine-
tuning Ha criemiaai3oBaHOMY JJaTaceTi BUPIIIEHO MPOBECTH, OLIHIOKOYH BIUIUB HACTYITHUX
rinepnapaMepiB napametpis: learning rate, batch size, patch size, ximpkicTs attention
heads 3 meroro 3a0e3redyeHHsT BUCOKOI TOYHOCTI Kiacudikallii XBOpod y peallbHUX

YMOBaXx.
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JIJist cTBOpPEHHSI 3aCTOCYHKY (epmepa, SIKMil TO3BOJISIE Y aBTOHOMHOMY PEXKUMI
J1arHOCTYBAaTH XBOPOOHU CLITLCHKOTOCTIONAPCHKUX KYJILTYp, Oysno obpano monxens ViT-
Tiny-Patch16-224, narpeHoBaHy /Uit pO3Ii3HaBaHHS XBOPOO JUCTS YOTHPHOX KYIBTYP
(KyKypya3a, KapToIuls, puc, MIICHUIlA), KiaacudikoBaHux 3a 14 kmacamMu, 110
IPEICTaBISIIOTh Pi3HI BUAW POCIHMH Ta iXHINA cTaH 310poB’s. [ ii moHaBuaHHs Oyio
BUKopuctaHo Data Set, y sikomy mpencraBieHo 14 ClIbCbKOTOCIOAAPCHKUX KYJIBTYD,
kiacudikoBaHuX 3a 55 Kiacamu, Ta JOCTIHKEHO BILIHB Tineprapametpis fine-tuning ViT
13 METOI0 BH3HAYEHHI ONTUMAJIBHUX MapaMeTpiB JOHABYAHHS MOJIENl HAa JIOMEHHUX
JAHUX JJI1 TIJBHMINCHHS TOYHOCTI PpO3IMI3HABAaHHS XBOpPOO Ta 1HTEPIPETOBAHOCTI
pe3yNbTaTiB 3a JOMOMOTOI0 KapT yBary.

006’€KTOM T0CTiTKEHHS € MPOIIEC JIarHOCTUKH XBOPOO CLIBCHKOTOCIOIAPCHKUX
KYJIBTYP.

IIpeaMerom aocaimkeHHs € MOJEN TpaHC(HOPMEPIB 30py, METOIU X HaBUAHHS
Jutst Kacugikaii 3aXBOpIOBaHb POCIUH Ta MPOrpaMHi 3aco0u iX peanizarii y BUTIISII
1H(hOpMAaIIHHUX CUCTEM.

Mera jgociigsKeHHs — TMIJABUIIEHHS TOYHOCTI PpO3Mi3HaBaHHS XBOPOO
CUTHCHKOTOCTIOAAPCHKUX POCIIMH Ta IHTEPIIPETOBAHOCTI PE3YIHTATIB 3@ IOMTOMOTOI0 KapT
yBaru ILUISIXOM CTBOPEHHS 1H(OpMAIIIHOT CHCTEMH 13 BUKOPUCTAaHHSM MEXaHI3MY
camoyBaru Tpanc(hopmepiB 30py.

JloCSITHEHHSI MOCTaBJIEHOT METU 00YMOBJIIOE HEOOX1HICTh BUPIIIEHHS! HACTYTHUX
3aB/IaHb.

— JOCJIIUTUA TEOPETHUYHI 3acajy JIIarHOCTUKU XBOPOO CUIbCHKOTOCTIOAPCHKUX
KyJbTyp, MpOaHai3yBaTH ICHYIOUMX JIOCHI/DKEHb Ta TMPOTPAMHUX PIMICHb IS
aBTOMATU30BAHOT'O BUSBJICHHS XBOPOO POCIUH B arpapHii raimysi;

— oOrpyHTyBaTu BuOip mozaem Vision Transformer, Habopy aHUX 1 METOIIB JJIsI
il JOHaBYaHHS Ta IHCTPYMEHTAJIBHUX 3aC001B pO3pOOKHU 1HPOPMALIIHOT CUCTEMU;

— MpoBecTH AoHaBYaHHSA Mojeni VIT Ha miAroroBieHOMYy Ha0OOpi JaHUX Ta
JOCHIIUTH HaJaIITyBaHHS ii TimepmapaMmeTpiB [Js OTPUMaHHS BHUCOKOi TOYHOCTI

pO3Mi3HABAHHS XBOPOO;
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— 3A1MCHUTH MOJIENIOBAHHS, MPOEKTYBaHHS, MPOTpPaMHy peajizallilo CHUCTEMHU

JI1arHOCTUKHU XBOPOO CLIIbCHKOTOCIIOIAPCHKUX KYJIBTYP Ta OLIHUTH 11 SKICTb.

BucnoBku 10 posaiay 1

VY nepmomy po3aini Oysio MpOBEIEHO TEOPETUYHUN aHaJi3 MPeIMETHOI 00J1acTi
aBTOMATU30BaHOI JIarHOCTUKH XBOPOO CUIHCHKOTOCTIONAPCHKUX KYJBTYpP, PO3IISIHYTO
TPaJUIIiHI METOIM BUBHAUYCHHS MATOJIOT1H POCIINMH, a TAKOXK Cy4YacHI MiX0/1, 3aCHOBaHI
Ha TEXHOJIOTISX KOMIT FOTEPHOTO 30py Ta TJIMOMHHOTO HaB4YaHHS. BcraHOBIEHO, 1110
TpaUIlIiHI METOIN TIarHOCTUKHY — 30KpeMa Bi3yallbHi CIIOCTEPEKEHHS, 010XIMIUH1 TECTH
Ta Ja0OpaTOPHI aHAJI3H - € TPYIOMICTKUMH, NOTPEOYIOTh 3HAYHUX PECYPCIB 1 3aJ1€KaTh
BiJ kBaumiikaiii (axiBiiB. Lle oOMexye iX ePeKTUBHICTD Y BEIMKUX TOCTIOIAPCTBAX 1 HE
J03BOJISIE 3A1MCHIOBATH MOHITOPUHT CTaHy POCJIMH Y PEAIbHOMY Yaci.

AHani3 cy4acHUX MiJIXO0/IIB TIOKa3aB, 110 BIPOBA/XKEHHS METOIIB KOMIT FOTEPHOTO
30py, MAIIMHHOTO Ta TIMOMHHOTO HABYaHHSA JTO3BOJISI€ CYTTEBO MMIJBUIATHA TOYHICTH 1
HIBUAKICTh 11eHTH]IKALII XBOpoO pociuH. OcoOIMBO MEPCHEKTUBHUM HAIPSMOM €
BUKOpHUCTaHHA TpaHcopmepHux apxitektyp 3opy (Vision Transformers, ViT), siki
3aBISIKM MeXaHI3My camoyBaru (self-attention) 3maTHi BpaxoByBaTth ri00ajbHI
MPOCTOPOBI B3a€EMO3B’ I3KH HA 300paKCHHSIX.

Oruisit HayKOBHX ITyOJTiKaIlif OCTaHHIX POKIB MiATBepaAuB ePeKTUBHICTH ViT 1#0r0
moaudikamiit (DeiT, Swin, MobileViT, MAE-fViT) y 3aBnannsx kiacudikariiii XBopoo
pociauH. BogHouac BU3HAYEHO HU3KY MpoOieM 1 OOMEXKEHb ICHYIOUMX pIlIeHb —
HacaMIiepesl HecTady pEenpe3eHTATUBHUX IMOJIbOBUX JIAHWX, CKJIAAHICTh ajamnTariii
MOJIeIel 10 JIOKAJIBHUX YyMOB, BHCOKI OOYMCIIIOBAJIbHI BUMOTH Ta HEIOCTATHIO
IHTEePIPETOBAHICTh PE3YJIbTATIB.

Ha ocHoBi mpoBeneHoro anamizy copMyiabOBaHO METY, 00 €KT, MpeaMeT 1
3aBllaHHS JIOCHIKCHHs, CHpPSAMOBaHI Ha CTBOPEHHS 1HQOpPMAINHOI CHUCTEeMH
J1arHOCTHKHU XBOPOO CUIbCHKOTOCIIOAAPCHKUX KYNbTYP 13 BAKOPUCTAHHIM Mojienl Vision

Transformer. 3anpomnonoBaHo MiaAXij, 1o nepeadadae fine-tuning momnepeHHO HABYEHOT
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ViT-momeni Ha croemiamxi3oBaHOMy HaOOpi 300pakeHb 1 MOJANIBIIY I1HTErpariiio
pe3yNbTaTiB y B€03aCTOCYHOK AJIsi KOPUCTYyBadiB-arpOHOMIB 1 hepMepiB.

TeopeTnuni Mo0KEHHA, BUKJIAICH] Y PO3/LJIi, CTAHOBIISATH HAYKOBE MIAIPYHTS AJIs
noAaNbIIol  Po3poOKKM MOJENCH, aaropuTMIB 1 MPOrpaMHOI peajizalli CHCTeMH
aBTOMATH30BaHOI JI1arHOCTUKU XBOPOO POCIHH, HIO0 PO3TJSAAETHCS B HACTYITHOMY

PO3ILIL.
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2 JIATHOCTUKA XBOPOB CUIBCBKOI'OCITIOJAPCBKUX KYJIBTYP I3
BUKOPUCTAHHSIM MOJEJIEN VISION TRANSFORMERS

2.1 ApxirexkTypa mozaeJeit Vision Transformer

[Tosia apxitextypu Vision Transformer y 2020 poiii crajga OAHHM i3 KIFOYOBUX
IPOPUBIB y cepl KOMIT IOTepHOro 30py. Ha BiiMiHY BII TpaguliiHUX 3TOPTKOBUX
HEHPOHHUX MEpEXK, sKi OOpOOISIOTH 300pakeHHs dYepe3 JokanbHI GimbTpu, ViT
BUKOPHCTOBYE MEXaHI3M CaMOyBard, IO JIO3BOJISIE MOJENI BPaxOBYBaTU Ti100ajbHI
B3a€MO3B’SI3KM MIXK yCiMa YacTUHAMU 300pakeHHs. 3aBSKH [IbOMY TpaHC(hOpMEpH 30py
JIEMOHCTPYIOTh BUCOKY TOUHICTh KJacudikallii, 0COOJIMBO y BUIMAIKAX, KOJIU CUMIITOMU
XBOPOO pO3TAIIOBaH1 HEPIBHOMIPHO 200 MPOSIBISIOTHCS Y BUTIISI CKIAHUX BI3yalIbHUX
MaTepHiB.

Apxitektypa VIiT Oyna aganToBaHa 3 opurinaiabHoi moaeni Transformer (Vaswani
et al., 2017), cmoyatky cTBOpeHoi aiisi 00poOku Tekety [22]. OcHoBHA ifes mojsrae y
MPECTaBJICHHI 300paKeHHSI HE SIK JBOBHUMIPHOI CITKHM TIKCENiB, a SK MOCIJOBHOCTI
BEKTOPiB — naT4iB (aHri. patches), 1o 103BosIs€ 3aCTOCOBYBATH 10 HUX Ti K MEXaHI3MH,
o ¥ y 3agadyax npupoaHoi MoBu. Ha BXiJg Moaens OoTpUMYye 300pa)K€HHSI pO3MIpOM,
HaTnpuKiamg, 224%224 mikcerni, sike po30uBaeThcs Ha hparMeHTH (ratyi) po3mipom 16x16
nikceniB. KoxeH matd nepeTBOprOEThCs y BEKTOP 03HaK (aHri. embedding), miciis 4oro
BCI BEKTOPH MMOJAIOTHCS B TpaHC(HOpMeEp K MOCIiOBHICTh TOKEHIB [23].

Apxitektypa Vision Transformer ckiagaerbes 3 KiIbKOX OCHOBHHX OJ10KiB: Patch
Embedding Layer, Positional Encoding, Class Token (CLS), Encoder Layers, MLP Head
(Classification Layer) (puc. 2.1). OnuiemMo iX GiTbII IETaIbHO.

Patch Embedding Layer — map po30uTTs 300paxkeHHs Ha maryi. KokeH mary
JHIMHO TIEPETBOPIOETHCS Y BEKTOP (hIKCOBAHOI JOBKUHU (HANPUKJIA, 768 €IeMEHTIB).
Pe3ynbpTaTom € mociigoBHICTh BEKTOPIB, aHAJIOTIYHA TOKEHAM Y MOBHUX MOJEIISX.

Positional Encoding - ngomaBanHs mo3umiiHOi  iH(Gopmamii.  OCKiIbKH

TpaHchopmep He Mae BOYJJOBAaHOTO PO3YyMiHHS POCTOPOBOTO PO3TAIIYBAHHSI €JIEMEHTIB,
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A0 KOKHOT'O BECKTOPHOTO IIPCACTABIICHHA JOAA€THCA HOSHHiﬁHe KOOYBaHHS, JKC MICTHTH

1H(pOpMALIiI0 PO KOOPIUHATH MaT4ya B MEXKaX 300paKeHHSI.

Feed-Forward
Network Patch Embeddings

) 0D OB O |
{l

Classification

Vision Transformer (ViT) /[ Transformer Block ]\
Architecture [

Transformer Block ]

.
.
.

[ Feed Forward Neural Network

)
\[ Multi-Head Self-Attention | 5
$ 4 3 3 |

Linear Projection + Position Embedding

+

Y

L )

Generate Image ]
Patches |

Pucynok 2.1 — Apxitekrypa Vision Transformer

Class Token (CLS) — crmemiaabHH#I BEKTOp, SKHHA JOJAEThCS HA IMOYATOK
MOCJTIIOBHOCTI Ta BUKOPUCTOBYETHCS JIJIs1 3UMTYBAHHS y3arajibHeHo1 iHpopMaIllii mpo Bce
300paxkeHHs. [licas mpoxomxeHHs dyepe3 TpaHchopMmep caMe el TOKEH MOJAEThCs Ha
biHanpHUN KIacudikaTop, SKUH BU3HAYAE KJIac (HATPUKIIA, «3OPOBUMN JIUCTOKY, «ipxkKa
HIIEeHUI», «(hiTogTopo3 KapTomIi» Tomuo) [24].

Encoder Layers (6;10ku Tpancdopmepa) — ocHoBHa yacTrHa ViT, 10 CKIIagaeThes
3 0araTh0X OJIHAKOBUX IIAPiB, KOKEH 3 IKUX MICTUTD:

— Multi-Head Self-Attention (MHSA) — mexani3m, sIKAii 103BOJISE€ KOKHOMY
naT4y NpUAUISITA yBary A0 BCIX 1HIIUX 1 OOYMCITIOBATH 3aJICKHOCTI MK HUMHU, 1€
JIO3BOJISIE MOJIENII OJHOYACHO aHai3yBaTH TJ00albHI KOHTEKCTH (HAMpPUKIAT,

O30 TJISIM 10 BChOMY JIUCTKY);
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— Feed-Forward Network (FFN) — nBomapoBa HeWpoHHa Mepexa, sKa
NEPETBOPIOE PE3yIbTATH YBArd B HOBI MPEICTABICHHS O3HAK;

— Normalization (LayerNorm) ta Residual Connections — cTab6ini3yoTh
HaBYaHHS 1 3a0€3MeUy0Th €PEKTUBHE MOIIMPEHHS Tpajl€HTIB.

MLP Head (anrxn. Classification Head) — 1ie crpykrypa 3 oaHoro abo KiJIbKox
mIapiBs, ska MepeTBOProe Buxin moxaeni (Hanpukian, CLS-token y ViT) y mporaos kiacss
— UMOBIPHOCTI HaJIEKHOCT1 300pakeHHS 10 TIEBHOTO KJIacy XBOPOOHU.

Kinacudikariitna rojsioBa — 11¢ MOJyJb, SIKUM BKJIIOUYAa€ HOpMali3alliio, OJuH ado
KiJIbKa IMOBHO3B s13HMX IapiB (Linear), meninirinicts (GELU/ReLU), Mmoo dropout.
Knacudikariitna ronoBa Moxke MicTuTH ojnuH diHiMHUN map (Linear/FC) abo kinbka
mapiB (Linear — Dropout — Activation — Linear). 3aranom knacudikariiiuuii map
(aurn. classification layer) — e koHkpeTHUWil I1map, 3a3Buuaii omuH JiHidHUNA (Fully
Connected), € 4aCTHHOIO TOJIOBH, aJI€ IHKOJIM MOKe OYTH YCs TOJIOBA y TPOCTUX MOJCIISX.

Buxopucranns ViT y cdepi arpoiHpopMaTuk Mae HU3KY CYTTEBHX IepeBar y
3a/1a4i J1arHOCTUKH XBOPOO POCIMH MOpiBHIHO 3 Tpaguiiiianmu CNN-Moaensamu:

— rinobanbHe OaueHHS KOHTEKCTY: MEXaHI3M CaMOyBaru J03BOJISIE OJHOYACHO
BpaxOBYBaTH 3aJIe)KHOCTI MiX YyciMa YacTMHAMU JIMCTKA, W0 BaXJIUBO IIpH
po3noaineHux abo Audy3HUX CUMITOMAaX XBOPOO;

— BHCOKa y3arajbHIOBaJbHA 37aTHICTh: ViT Jerme amanTyerbcs JO0 HOBUX
KyJbTyp a00 TUIIB 3aXBOPIOBaHb pH JoHaBuaHHi (fine-tuning);

— MEHIIA 3aJIeKHICTh B1JI KUIBKOCTI MapaMeTpiB y mapi ¢puibTpauii, MoJaeab He
notpedye ¢ikcoBaHux GUIBTPIB, IO A03BOdsi€ €(PEKTUBHO HABUATUCS Ha
PI3HOPIAHUX JaHUX;

— cyMicHicTh 13 self-supervised HaBYaHHSAM: BUKOpUCTaHHS cTpaterii MAE
a60 DINO no3BoJisie MOIeJi HaBUATUCS HABITh HA HEAHOTOBAHUX HaOOpax MOJbOBUX
300paKeHb;

— THYYKICTh y MacmtaOyBaHHI: icCHYIOTH pi3Hi Bapiantu ViT — Tiny, Small,
Base, Large, mo nmo3Boissie oOupaTu OajaHC MIXK MIBUAKOIIEI0 Ta TOYHICTIO ITif

KOHKPETHE 3aCTOCYBaHHs (CepBep, IPOH, MOOITLHUN TPUCTPI).
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Cepen HasBHUX Mozened ViIT Mo)KHA BUALUTATH TaKi OCHOBHI PI3HOBH/IN:

— VIiT-Base / ViT-Large — 06a30Bi MojieJ1i, HABYCHI Ha BEJIMKUX HAOOpaxX JaHHUX
(ImageNet-21k, JFT-300M); BUKOPHUCTOBYIOTHCS JIJIsi BACOKOTOYHOT Kitacudikarii,

— DeiT (Data-efficient Image Transformer) — amanToBaHuN IiJ HEBEIHKI
BHOIPKH, 3aCTOCOBYETHCS MPU OOMEKEHUX MOJIbOBUX JaHUX;

— Swin Transformer — Mae iepapXiduHy CTPYKTYpy 3 KOB3HHMMH BiKHaMU
(Shifted Windows), o migsuinye epeKTUBHICTb 1JIsI 300paKe€Hb BUCOKOI PO3I1IbHOI
31aTHOCTI;

— MobileViT / PMVT — noseriieHi apXiTeKTypH I MOOIJIbHUX 1 BOY0BaHUX
IPUCTPOIB; 3aCTOCOBYIOTHCS B MOJBOBUX YMOBAX 1 B MOOUIBHUX JI0JIaTKAX;

— MAE (Masked Autoencoder ViT) - self-supervised moneins, 110 BiTHOBIIOE
NPUXOBaHI YaCTUHHU 300pakeHHs; 0CO0JIMBO €(EeKTHUBHA NPU HECTaul aHOTOBAHUX
TaHWUX.

Takum unHOM, apxiTekTypa Vision Transformer (ViT) € nepcieKTHBHOIO OCHOBOIO
JUIl CTBOPEHHs iHTENEeKTyalbHUX CHCTEM JIiarHOCTHKM XBOpoO pociuH. Ii kimrodosa
nepeBara — 37aTHICTh aHAN3yBaTH 300paKEHHS HE JIOKAIbHO, a B TJIOOATHHOMY

KOHTEKCTI, 10 MiIBUIIY€ TOYHICTh KJIacuikallii HaBiTh MPU CKIIATHUX YMOBAX 3MOMKH.

2.2 MexaHi3m 0araToroJioBoi ysaru moaenaei ViT

ViT posrisgae 300pakeHHs SIK CYKYIHICTh maTuiB (aHri. patches) — miasHok
¢dikcoBaHOTO pO3MIpY, IO HE TMEPEKPUBAIOTHCS, Ha SKI PO30MBAETHCA BXITHE
300paxkeHHs. KojkeH matd nepeTBOproEThCs Y BEKTOp 03HaK (anrit. embedding), mo sikoro
JIOJTA€ThCS TIO3UINIIHE KOJyBaHHS JUIsl 30epekeHHs mpocTtopoBoi iHdopmarii. Jam 1
BEKTOPH MPOXOAThH uepe3 TpaHC(HOpMEHH1 EHKOIECPH, 1€ MPAIIO€ MEXaHI3M CaMOyBaru
(puc. 2.2) [25]. Self-Attention Vision transformer moBHICTIO y3roKy€eThCs 3 3arajabHOI0
apxiTeKTyporo TpaHchopmepa, 3ano3ndeHoro 3 NLP-moneneit 06podku mpupoHoi MOBH,
NPALOYA 3aMiCTh CJIB 3 TaTdyaMd. 3aBIsSKH I[bOMY pEali30BaHO IEePEHECEHHS
apxIiTeKTypu TpaHcpopMepa B 00JaCTh KOMIT FOTEPHOTO 30py, 1€ yBara MOJEIIOE
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MIPOCTOPOBI BIAHOCMHU MDK YaCTHHAMH 300pa)KCHHS, a HE JIIHTBICTUYHI 3B’SI3KU MIXK
CJIOBaMH, BU3HAYAIOUW TIPOCTOPOBHIA KOHTEKCT KOKHOTO I1aT4a Cepe/l iHIIHX.

Y mopensix ViT peanizoBaHo MexaHi3M OaratoronoBoi yBaru (anri. Multi-Head
Self-Attention, MHSA), 1ie ko)kHa rojioBa HaB4a€ThCsI (DOKYCYBATHCS HA Pi3HUX O3HAKAX
IIPOCTOPOBHX UM CEMAHTUYHUX 3B’ A3KIB MK MaTtdam (Kouip, Gopma, TeKCTypa, KOHTYP,

IUISIMU, Kpal ypaxeHb TOIIIO).
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Pucynok 2.2 — Cxema pobotu self-attention y Vision transformer

OyHIaMEHTATBHUM I MapaieIbHOTO BUBYEHHSI PI3HUX ACIMEKTIB 3B S3KIB MIXK
naT4yamMu 300pakeHHS € 3B’S30K MK ToloBamMHu yBaru Ta marpumsamu Q, K, V, sxi

PO3paxoBYIOTh JUIsl KOKHOI FOJIOBU:

Q=XWy K=XW, v=xw, (2.1)
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ne X — BXiTHUH BEKTOp IaTya,

Q (Query) — mMaTpuIlsd 3alHTIB: BEKTOPHE MPEACTABICHHS ITOTOYHOTO TaTda, SKHM
3anuTye 1H(OpMAILiI0 y PEIITH, BUKOPUCTOBYETHCS AJSl TMOPIBHSAHHA 3 IHIIUMH Key—
BEKTOpaMU (HAIPUKIAA: O3HAKU YPaXKEHHS TUISIMOI0),

K (Key) — marpums KIIOYiB: BEKTOPHI MPEICTAaBICHHS BCIX TMaTYiB, 3 SKAMH
MOPIBHIOETHCS 3aIMT, MpeACTaBisie iHGOpMaIlilo, Ky Hece maTd (HalpHuKIaa: KOjip,
TEeKCTypa, popma, TOIIO),

V (Value) — marpurst o3HaK: BEKTOPHI IPEJICTaBICHHS O3HAK, IO IEPeIarOThCs,
M1JICYMOBaHI1 3 ypaxyBaHHSIM Bar yBaru (MiCTSITh KOPUCHY 1H(OpMAaILito, SIKY Hece maTy),

Woq, Wk, Wy — MaTpuiii HanamroByBaHMX I1J] 4YaC HAaBYaHHS Bar.

Martpuiisi CyMiCHOCTI MICTUTh MIpH TTOA10HOCTI, SIKI BU3HAYAIOTh, HACKUJIBKH MaT4

i BBaXXa€ BAKJIMBUM I1aT4 j, 10 BU3HAYAE€THCA SIK CKaHHpHI/Iﬁ I[O6YTOK:
Score;; =Q; -K |
ij i (2.2)

L1 Mipy HOPMAaJTI3YIOThCS, IEPETBOPIOIOYN 3HAUEHHSI CYMICHOCTI y WMOBIpPHICHI

Barn yBaru:

Q K
a;i = soft max L

J [
ne Zij —koedimient yaru (anri. attention weight),

dy - PO3MIPHICTh MaTPHIIb KJIIOUIB 1 3aMUTIB.

Mopenb koMOiHYy€E yci 3HaueHHs V, 3BaKeH1 Ha KOe(IIIEHTH yBaru, MpeacTaBieHi

JUTSI KOSKHOT TOJIOBM Y BHUTJISIZII MATPHII CAMOYBaru:

Attention(Q,K,V) => «a;iV;
R (2.4)
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Kosxen natu uepes Q 3anutye iHGpopMaIlito y IHIIUX NaT4iB yepe3 K, Bu3Hauawyu,
Ha SKi YaCTWHU 3BepHYTH yBary [26]. [TotiM koMOiHyIOThCs 3HaYeHHsS V, 3BaXKEHI 3a
BaXIUBICTIO, OPMYIOUM HOBE KOHTEKCTHO 30aradeHe Mpe/CTaBICHHsS O3HAaK. Takum
YMHOM Ha BUXOJIi KOXKHOT rojioBu h ¢popMmyeThbes BilacHa kapta yBaru (anri. Attention

Maps) — MaTpuIs po3MipHICTIO N X N, e N — KUTBKICTh MAaTYiB:

QuKp'

o,

Attention (Qp, Ky, V) = soft max Vi,

(2.5)

KoHnkaTeHarisi BAXOZ1B yCIX I'OJIIB TEHEPYE 3arajibHy KapTy YBaru, sika € MaTpuLEro
3JIUTTS PE3yJIbTATIB TOJIB 1 J1a€ KOMIUIEKCHE YSIBIEHHS Npo 300paxkeHHs. Lle no3Bosse
dokycyBaTH yBary Ha VypaKEHHUX [IUISHKaX 300pa)K€HHS PpOCIHH, MIIACHIIOE
po3Mi3HaBaHHs MaTEPHIB (BI3€PYHKH, (OPMHU ypaXKeHb), IrHOPYIoUr (HOH Ta BPaXOBYIOUU
BiJIJIaJICH1 3B’ A3KH (HAMPUKIIA, IUISIMU 3 PI3HUX YaCTHUH JIUCTA).

Y KOHTEKCTI AiarHOCTUKH XBOpoO pociuH Ha Bigminy Bix CNN moxeneit, sxi
PO3IMI3HAIOTh JIOKATbHI 03HAKHU (TUISIMH, Kpai, TeKCTypHu), Mojenb VIT 0auuTh KapTHHY
IIJIKOM, PO3Mi3HAI0YHU TJI00abHI O3HAKH (CTPYKTYPY JIMCTa, CUMETPII0, B3aEMO3B’SI30K
ypaxenb). Y CNN BpaxyBaHHS KOHTEKCTY OOMEXEHE CYCIIHIMHU MmikceasiMu, a y VIT
KOKeH maTd B3aemojie 3 ycima [27]. Ile mokpainye po3yMiHHS XBOpPOOH, sKa
MPOSIBIISIETHCS HA PI3HUX AUIAHKAX. [ aganTaiii Moziesni 10 HOBUX XBOPOO Ta KyJIbTYp
MOXHA JOHABYATH TIIBKH OCTaHHI IIapu, MOTPEOyIOUM MEHIIMX OOYHCITIOBAILHUX

pecypciB Ui HaBYaHHS, 10 IpuUcKoproe fine-tuning.
2.3 MeToau nomnepeaHb0i 00po0KH Ta ayrMeHTalii 300pakeHb
Y mpomeci cTBOpeHHA 1H(OPMALIWHOT CHCTEMU JIarHOCTUKH  XBOPOO

CLIbCHKOTOCTIOAAPCHKUX KYJIbTYP BaKJIMBE MICLIE 3aiiMae eTam MiArOTOBKH JAHUX, SIKi

OyZe BHUKOpPHCTAaHO I JOoHaBuaHHsA Mozeni VIT. SkicTe HaBYaJbHOIO HaOOpy
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300paxkeHb 0e3MOCepPe/IHhO BIUIMBAE HA TOYHICTh, CTAOUIBHICTD 1 MIBUJKICTH 301)KHOCTI
Mozenl mpu HaByaHHI. OCKUIBKM 300paKeHHsI JHCTS POCIMH MOXYTh MaTH PI3HY
PO3AUTBHY 3/IaTHICTh, OCBITIIEHHS, Opi€HTAIi0 Ta (POH, HEOOX1AHO MPOBECTH MOTEPEIHIO
00poOKy (aHrj. preprocessing) 1 ayrMeHTallio (aHri. augmentation) JjIs MMiABUIIECHHS
SIKOCT1 TaHWX Ta 30UTBIICHHS PI3HOMAaHITHOCTI MpHUKIaiB [28].

Ilonepeons obpobxa — 1e 0a30BUN e€Tal, CIPSIMOBAHWA Ha MPUBEACHHS BCIX
300paxeHb 10 €AMHOTO (opMary, BHAAJICHHS IIYMIB 1 3a0e3Me4YeHHs CYyMICHOCTI 3
apxitektyporo Vision Transformer. Po3risiHeMO OCHOBHI KpPOKH preprocessing OiIbII
JeTaIbHO.

1. 3mina po3mipy (anri. Resizing). s naBuanus mogenei ViT yci 300pakeHHs
MPUBOMSITHCS JI0 CTAHIAPTHOTO po3Mipy 224x224 mikceniB, KU BiJIMOBIJIA€ BX1THOMY
mrapy Oinbinocti 6a3oBux Tpancdopmepis (ViT-Base, DeiT). Ile rapanTtye y3ropkeHiCTh
MaTyiB MiJ Yac TOKEHi3alli 300paxKeHHs.

2. llentpyBanus Ta oOpizanHs (anri. Cropping). BukoHyeThcsi aBTOMATHYHE
BUJIVICHHS LIEHTPAJIbHOI 001aCcTi 300pakeHHs1 a00 oOpi3aHHs 3a KOHTYPOM JIMCTKA, 1100
3MEHIIUTH BIUIMB (oHy. Ll omepariisi 703BOJISIE 30CEpPEIUTH yBary Mojielil Ha 00’ €KT1
JOCITIJIKEHHS - TIOBEPXH1 JIUCTSI, /1€ IPOSBISIOTHCS CUMIITOMHU XBOPOOH.

3. Hopmauizarmis (anria. Normalization). 3HadueHHsT TKCeNliB MacIITaOyIOThCS Y
niarma3zoH [0,1] a0 HOPMYIOThCS BIAMOBIZHO 10 CEPEIHBOTO Mean 1 CTaHAapPTHOTO

BigxuieHns Std, sk y maraceri ImageNet:

; __ X—mean
X = (2.6)

Ile 3a0e3neuye cCTAaOUIbHICTh TPAJIEHTIB IIIJI Yac HABUAHHSA Ta MPUCKOPIOE
301KHICTH MOJIEJI.
4, @inprpamis mymy (anria. Denoising). Y monboBHX 300paKEHHSIX 4YacToO

npucyTHi apredakTd - NI, BOASHI Kparwi, TiHi, PO3MHUTTA. g iX yCyHEHHS
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3aCTOCOBYIOTBCS MeJiaHHI Ta TraycoBi (UIBTpH, aJanTHBHE 3rJap)KyBaHHA abo
nBocroponHs ¢inerparis (bilateral filtering).

5. bamancyBaHHS SICKpaBOCTI Ta KOHTpacTy. Pi3HI yMOBH OCBITJIEHHSI MOXYTb
3MIHIOBAaTH KOJIPHI XapaKTePUCTUKU JHUCTA. Jlmsg kommeHcaiii Takux ed¢eKTiB
BUKOPHUCTOBYIOTHCS MeToau Color Jitter (BumaakoBe KOMMBaHHA CKPAaBOCT1, KOHTPACTY,
HacuueHocTi) abo Histogram Equalization, siki 703BOJISIOTE 3poOUTH HaOIp JaHUX OUIBII
OJTHOP1JTHUM.

6. Ycynenns dony (amrn. Background Removal). [lins migBuIeHHS TOYHOCTI
kiaacudikaiii MOXIJIMBE BUKOPHCTaHHs aJIrOPUTMIB cermeHTallii 00’exra (Thresholding,
GrabCut, U-Net), mo BHIaISIOTh HEMOTPIOHUN (GOH 1 3aNMIIAIOTH JIMIIE JUCTOK. Lle
3MEHIIIy€ BIUIMB 30BHIMIHIX ()aKTOP1B, HAIPUKIIA] TiHI 200 TPYHTY.

7. banancyBaHHs KiaciB. Y OUIBIIOCTI JaTaceTiB CHOCTEPIraeTbesi qucOalane —
JIeAKl KJIacu XBOPOO Mpe/CTaBICH] 3HAYHO MeEHIe. J[Jisi YHUKHEHHS MepeBaru Mojeni
MEBHOTO KJIACy 3aCTOCOBYIOTh OBEPCEMILTIHT (IyOJIFOBaHHS MaJUX KiaciB) abo miadip
BUOIPOK 13 BaroBuMHu koedinientamu (class weights).

Ayemenmauis 306paxcens (aHri. augmentation) — me mrydHe 301IbIISHHS 00CATY
HABYAJIBLHOTO HA0OPY 32 paxyHOK I'€HEpYyBaHHS HOBUX 300pakKeHb Ha OCHOBI 1ICHYIOUUX
IIUIIXOM BHECEHHS HEBEJIWKHX BHITAJKOBHX 3MiH. BoOHa jomomMarae MOKpamuTH
y3arajabHIOBAJIbHY 3/IaTHICTh MOJIENIl Ta 3amobirae nepeHaB4yanHto (overfitting). OcHoBHI
METOJIM ayTMeHTallii, 3aCTOCOBaH1 B pOOOTi:

— reoMeTpuuHi mepeTBopeHHs: obOeptanHs (Rotation) Ha BUMAgKOBI KyTH
(£15-30°); Bigm3epkanenns (Flip) mo ropusonTam abo Beptukasii; 3¢y (Translation)
- 3MIIIEHHS 300pakeHHS B Mekax Kaapy; MacmraOyBaHHs (Zoom / Resize) -
BHUIIAJIKOBE 301blIeHHs a00 3MeHIIeHHs MacimTaly; adinHi neperBopeHHs (Affine
Transform) - HeBenuka 3MiHa GOPMH UM HaXUIy 00’ €KTa;

— KouipHi Ta ¢poTomeTpuyHi nepetBopeHHs: Random Brightness / Contrast /
Saturation - 3miHa sCKpaBOCTI, KOHTpacTy W HacHuyeHocTi kospopiB; Hue Shift -
Bapiallisg BIATIHKIB 3€J€HOT0, 100 MOJAENb HE MpHUB’s3yBajaci 10 KOHKPETHOTO

Kosbopy aucts; Gaussian Blur a6o Sharpening - ynerke po3MuTTs YW MiJACUICHHS
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KOHTYPIB JIJIsI MOJICJIIOBaHHS Pi13HUX YMOB (DOKYCYBaHHS;

— mpoctopoBi MackyBaHHs (Masking / Cutout): 4acTtuHa 300pakeHHS
BHIIAJIKOBO 3aTEMHIOETHCS 200 3aMIHIOETHCS ITYMOM, I1¢ HABYa€ MOJICJIb ITHOPYBAaTH
BiZICYTH1 200 TOMIKO/KEH JIJITHKH JIUCTS;

— Random Erasing: cxoxke 10 monepeaHboro MeToy, ajie BUKOPUCTOBYETHCS
NPSMOKYTHA IiJISHKA, IO 3aMIHIOE€THCS BUTIAIKOBUM IIIYMOM, TiIBUIIY€ pOOACTHICTh
[IPY YaCTKOBOMY MEPEKPUTTI JIUCTKA IHIIUMHU 00’ €KTAMU;

— mikcyBanHs (Mixup, CutMix): wmetoau, KOJIM JBa 300pa)KeHHS
HaKJIAJAlOThCAd OJHE Ha OJHE, a MITKM KJIaciB KOMOIHYIOTbCS MHPOMOPIINAHO, IIe
JoToMarae 3MEHIIUTH HaJAMIPHY BIIEBHEHICTh MO/I€JIi B MepeA0auyeHHSX 1 M1ABUIIUTH
y3arajJbHCHHS.

Jiis moneneti Tairy ViT ayrMeHTalis Mae 0co0JIMBE 3HAYCHHS, OCKUTLKA MEXaH13M
camoyBaru (anri. Self-attention) amamizye rinoOanbHi 3B’SA3KM MK ycCiMa HaT4aMH.
Pi3HOMaHITHICTh BXIJHUX Bapialliii JormoMarae MOJAeIi Kpalle HABUUTHUCS 3aJEHKHOCTIM
MDK YaCTMHAMHM JIUCTKA Ta KOPEKTHO pearyBaTH Ha 3MiHY KyTa, OCBITJICHHS a0o (oHy.
3a3BHUuail 3aCTOCOBYIOTh TaKy KOMOIHAIIII0 METO/IIB:

— RandAugment — BunagkoBe BUOMpPaHHS HAOOpy ayrMeHTaIlil i3 (iKCOBaHOI
MHOKHWHHU;

— Color Jitter + Random Crop + Horizontal Flip — crammaptauii HaGip s
HaB4yaHHS ViT Ha 300paKeHHSX POCIIUH;

— Normalization + Random Erasing — nnst 3MeHIIEHHS! 4y TIMBOCTI 10 MIyMYy
Ta apTedakTiB.

Takum yuHOM, monepenHs oOpoOKa Ta ayrMEHTalllsd € HEeBIJ €EMHOI0 YaCTUHOIO
noOy0BU CHUCTEMH aBTOMATM30BAaHOI JiarHOCTUKM XBOPOO POCIHMH. IX 3acToCyBaHHS
dbopmye sKICHUIN BX1THUIA HAOIp I HAaBYaHHS TpaHCHOPMEPHOT MOJIel, 3a0e3meuyoun
M1JBUIICHHS 1i TOYHOCTI, CTa0IJILHOCTI Ta y3arajibHIOBaJIbHOI 3JJaTHOCTI. 3aCTOCYBaHHS
OMMMCAHNX METOMAIB TOMEepPeaHbOT OOpOOKM Ta ayrMeHTaIlli JO03BOJISIE: IABUIIUTH

TOUYHICTh Kiacuikamii xBopod pocnuH Ha 5—-15%; 3poOuTH MOAENH CTIMKIMIOW 10

2025 p. Myp3akoii Jlanuino



41

Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

Bapiauiﬁ YMOB 3I>'IOMKI/I; SMCHIIUTHU IICPCHABYAHHA Ha MaAJIUX OAaTACCTAX; 3a0e3IeYnTH

Kpalry TeHepaTi3allito Mpy TECTYBaHHI HAa HOBHUX MOJIbOBUX 3HIMKaX.

2.3 Fine-tuning moxeuneii ViT g kiaacudgikanii XxBopoo

EdexTuBHICTh po3Mmi3HaBaHHSA XBOPOO pOCIMH 3a gomomoror mozeneid ViT
3HaYHOIO MIpPOIO 3aJIC)KHUTh BiJ MPaBUIBHO MOOYJAOBAHOTO AITOPUTMY HABUaHHS Ta
ananTarii moaeni 1o cnenudiku ganux [29]. V naniit podoTi ans peanizarii kiacudikaiii
300paKeHb JIUCTSI BUKOpUCTaHO apXiTekTypy Vision Transformer (ViT), sika monepenHbo
HaBYEHA Ha BeJIMKOMY Habopi 300paxeHb ImageNet-21k 1 moTiM 1oHaBUaeThCs (AHIII.
fine-tuning) Ha crieriajii3oBaHOMY J1aTaceTi XBOPOO POCIIHH.

Fine-tuning y koHTekcti Moxeiei Vision Transformer — me mporec, Koju
NONepeIHbO HABUEHA HA BEJIMKOMY J1aTaceTl MOJIEb aJalTy€e€ThCs 10 HOBOT, crienu(i1uHO1
3amayi, Takoi sK Kiacudikaiis xBopoO pocnuH. lle minecnpsmoBaHe ITOHAaBYAHHS
yacTuHM abo Bciei mozem Vision Transformer Ha HOBOMY JOMEHHOMY jaaTaceTi, 3
BUKOPHUCTAHHSAM IOINEPEIHbO HATPEHOBAHMX Bar, 00 MIBUIAKO aJanTyBaTu ii JO0 HOBOi
3aj1au4i, 30epiraoun Bxke HaOyTi mpeacraBiaeHus o3Hak [30].

OcHoBHi ocobnuBocrTi fine-tuning ViT:

— BUKOPHUCTAHHS MOMEPEIHbO HATpeHOBaHUX Bar: ViT crmoyaTky HaBYeHa Ha
BEJIMKIN KOJEKIlli 300pakeHb — M OJIeJIb YK€ BMi€ po3li3zHaBaTu 0a30Bi dopMmu,
TEKCTYpH Ta MaTePHH,

— ajanTalisi 70 HOBUX KJIaciB: 3MIHIOETHCS JIUIIE KIHIEBUH KiTacuiKaIIHHMII 11ap
(head), o0 BigmoBigaTH KiILKOCTI KaciB HOBOI'O J1aTaceTa;

— 3aMOpPOXyBaHHSI a00 YaCTKOBE 3aMOPOKYBaHHS IMApiB: MOXHA 3aMOPO3HUTH
paHHI Mapy i TPEHYBaTH JIUIIIC BEPXHi a00 HaBYaTH BCKO MOJICITb 3 MEHIIMM learning rate;

— 3aCTOCYBaHHS HM3bKOI HIBUIKOCTI HABYAHHS: BAXJIMBO HE «3pyHHYBaTH»
MoTIepe/THI KOPUCHI TIPEICTABIICHHS;

— e(eKTUBHICTh NpH ManmxX AaraceTtax: fine-tuning mo3Bosisie HABUUTH TOYHY
MOJIeJIb HaBITh MPU OOMEKEHIHM KIIBKOCTI 300pakeHb.
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Vision Transformer Bigpi3HsA€ThCS BiJ TPAAULIHHAX 3TOPTKOBUX MEPEK THUM, IO
HABYAETHCSA HA TOCHIIOBHOCTSAX TaTdiB, OOPOOJAIOUM iX 3a JOMOMOTOI0 MEXaHi3My
OararoronoBoi camoyBaru. HaBuaHHS Mojem TOJsSITa€ B ONTHUMI3aIlli BaroBUX
KOeQIIIE€HTIB YCIX MIapiB TAKUM YHHOM, 100 MiHIMI3yBaTh (QyHKIO BTpaT (aHrI. 0SS
function) mixx mepenOadeHHIM MOJIEIi Ta MPaBMIBHUMH MiTKaMHu KiaciB [31].

Haguanus moneni VIiT — 1e nporiec, y SKOMY MOJIENb aJalTy€e CBOI MapaMeTpH,
ONTUMI3yI04YHU 0araTorojioBy yBary, emoeauHr naryiB Ta MLP-610ku, 11100 MiHIMI3yBaTH
(GyHKILIIO BTPAT 1 MiABUIIMTH TOYHICTH PO3Mi3HaBaHHSA XBOpoO pociauH. BiH Bkitouae
OOYHUCJICHHS BTpAT, 3BOPOTHE TMOIIMPEHHsS TpaJi€HTa Ta OHOBJCHHS Bar YycCix
KOMIIOHEHTIB:  €MOEeJUHTIB maT4iB, OaratorooBoi yBaru, MLP 6nokiB Ta
Kiacudikaiiiaoi rogoBu. OmUIIIEMO OCTIIOBHO OCHOBHI omiepariii HaB4aHHS.

1. Bxigni onepaliii HaB4aHHS:

— po30uTTS 300paskeHHs X Ha MaTyi pi:
X —=>{P1, P2+-:Pn}; (2.7)

— JIiHIMHE TMEepeTBOPEHHS MaT4iB y BEKTOpU. KOXKeH maTd MmepeTBOPIOETHCS Y

BEKTOp €MOEIMHTY:
Zj _)Wp " Pi +bp , (2.8)
noxaetwcs positional encoding:
Zj = Zj + & (2.9)
— (opMyBaHHsI MMOCIAOBHOCTI JIsl TpaHchopmepa:

Z =[CLS,2{,25,....z1] (2.10)
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2. O0YuCIeHHs cCaMOyBaru:

K
— JUIS KOXKHOI roJiosu h: Q= XWhQ, K= XWh V= XWrY ;

K
Ay, = soft max OnKn

— yBara: \/a :
— BHXiJ TOJIOBH: Ah - Ath )

O
KOHKAaTeHaIls BC1X Ir'OJIB: H= COﬂC&t(Hl, H 210 H h )W )

3. [Ipoxomxenns uepe3 MLP-610ku:
U = MLP(LayerNorm(H + Z)) (2.11)

11e IOBTOPIOEThCs 17151 L 1rapiB Tpancdopmepa.

4. Knacudixkarniiina rojgoBa — 6epetbcsi CLS-TOKeH Mmiciisi OCTAaHHBOTO IIapy hCLS

ML OTPUMAHHSA IIPOTHO3Y KJIAaCy:

y = softmax(Wishep s +0gis) . (2.12)

5. O6uncnennsa QyHkiii BTpar. OCKUIbKK PO3Mi3HaBaHHS XBOPOO POCIUH — L€

kiacudikaris, To QyHKIO BTpat L 3a3Buuaii 004nCIo0Th 32 (hOpPMYJIOH0:

1 ~
L= —=-Yi1Xj21Yilog (i) (2.13)

Jie N — KUIBKICTh 3pa3KiB y 0aTyl,

M — KUIBKICTH KJIACIB,

Yi,j — ictunHa mitka (0 abo 1),

Vi j — nepenbdayeHa HMOBIPHICTb HANEKHOCTI JI0 KIIACy |.
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6. 3BOpPOTHE TMOIIMPEHHS TpaJi€HTa: TPATIEHTH OOUYUCIIOIOTHCS U YCIX
napaMeTpiB — MaTppui mard-emoeaunry, positional encodimg, ycix matpup Q, K, V,
MLP-610kiB, knacudikaiiiHoi roioBu.

7. OHoOBneHHs Bar (ONTHMI3allis): 3a3BUYall BUKOPUCTOBYETHCS ONTHMI3AaTOP

AdamW:

—_ —_ . —mt
0t+1 - et-i-l 77 \/q Lo (214)

ne 1 — learning rate,
Mt — IEepIINIA MOMEHT,
Vi — IPYTU MOMEHT.

ITponec HaBYaHHS MOJIel TUIA 3aja4l KJacudikari XBOPOO
CUTBCHKOTOCTIONAPCHKUX KYJIBTYP BKJIIOYAE KiIbKa MOCIIOBHUX €TamiB. 3yMMHUMOCS Ha
iX omuci OUTBII IETATBHO.

1. Iniyianizayis mooeni. 3aBaHTaXYEThCS MONEPEIHBLO HaBYeHA Moiesb ViT-Base-
Patch16-224 a6o ViT-Tiny-Patchl6, sika Bxke Mae 3HaHHS TPO 3arajbHI Bi3yaslbHI
crpykrypu. Buximauii map knacudikamii (head) 3amiHIO€ThCSI Ha HOBUH Tmap i3
KUIBKICTIO HEHPOHIB, 110 BIJNOBIIA€ KUIHKOCTI KJIACIB XBOPOO y BUKOPHUCTOBYBAHOMY
naraceti (Hanpukian, 38 kiacis y PlantVillage).

2. 3amopooicysanns wapie. Ha modaTkoBUX eTamax YacTHHA IIapiB MoJel
3aMOpPOXKY€ETHCS, TOOTO iXHI Baru HE OHOBIIOIOTHCS MiJ yac HaB4aHHs. Lle mo3Bosie
30epertd MomepeaHbO 3A00yTI Yy3araJibHEHI 3HAHHS MOJENI 1 3MEHIIUTH PHU3HK
nepeHaBYaHHs IPU HEBEJIMKIN KUIBKOCTI HOBUX JaHMX.

3. Jlonasuanns (aura. Fine-Tuning). Ilicns mepBuUHHOI amanTailii MOCTYIOBO
PO3MOPOXKYIOTHCS TJIHOIIII IIApH, 1 MOJIETb TTEPEHABYAETHCS 3 HEBEIIMKUM KOE(DIIIEHTOM
HaByanHs (learning rate). Tumori mapamerpu mis fine-tuning: optimizer: AdamW;

learning rate: 2e-5-5e-5; batch size: 16-32; xinbkicTb enox: 5-15; scheduler: cosine decay
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a0o stepLR. Iy crabimi3zanii HaB4aHHS BUKOpHCTOBYIOTHCs Dropout (0.1-0.3) ta Weight
Decay (0.01).

4. Banioayis. Yactuna maaux (10-20%) Buginsgerses mis Bamigamii. [Ticas kosxxHOT
CIOXH OOYMCIIIOIOThCS MeTpuku Accuracy, Precision, Recall, Fl-score, a Takox
Oyayerscst Matpurs ryranuau (anra. Confusion Matrix) st aHami3y mpaBHIIBHOCTI
Kiacudikaii Ko)KHOTO KJiacy.

5. Tecmysanns. Ilicnsi 3aBepIeHHS HaBYAHHS MOJIETh TECTYETbCS Ha HOBUX,
paHime HeBigoMux 300pakeHHsX (test set). Ile mo3Boiisie OIIHUTH TeHepai3alliifHy
3JIaTHICTh CUCTEMH - HACKUIBKH I00p€ BOHA IMPAITIOE B PEATbHUX YMOBAX.

[Mpomec fine-tuning y KOHTEKCTI JiarHOCTHUKU XBOpPOO mependadae 4acTKOBE
nepeHaB4yaHHsl mornepeaHbo HapueHoi Mmojeni ViT Ha chemianizoBaHoMy HaOopi
300pake€Hb CUTbCHKOTOCIOIAPChKUX KyJIbTyp (Hampukian, Plant Disease Classification
Merged Dataset) [32]. OcHoBHa ies moyirae B Tomy, 1o0:

— BUKOPUCTATH BXE€ HasBHI 3HAHHS MOJENI MpO 3arajbHi POpMH, TEKCTYpH Ta
KOJIbOPHU;

— aIanTyBaTh OCTAaHHI IIapu JO0 OCOOJMBOCTEW arpapHUX 300pakeHb — IUISM,
ypakeHb, Ae(EKTiB JIUCTS;

— OINTHUMI3yBaTH HOBUH Kiacu(IKaI[IiHUI MIap M1 KOHKPETHI KJIACH XBOPOO.

VY pesynbrarti fine-tuning 103BoJIsi€ TOCATTH BUCOKUX MOKA3HUKIB TOYHOCTI HaBITh
npu 0OMeXeHii KibkocTi nanux. Hampukman, y mocmimkennsx Li et al. (2023) i Ullah
et al. (2024) Tounicts Knacudikaiii XBOpoO sIOTyHI Ta MIIEHUII mic/as roHaByaHHs ViT-
Tiny i AppViT nepepumrysana 97-99%.

Ha Bigminy Bim CNN, VIiT He mae mpupoaHoro inductive bias momo gokaabsHIX
naTepHiB, TOMy TOTpeOye OLIBIIOI KiITBKOCTI JaHUX a00 MomnepeaHboro HaBuaHHs [33].
Haituactime ViT wMomeni mnepeaHaBuYalOThCS Ha BEJIUMKUX 3arajibHUX Habopax
(nanmpuknan, ImageNet-21k), a moTim mnpoxoasTs aAoHaB4yaHHS (fine-tuning) Ha
Crieliajii3oBaHOMy Ha0opi 300pakeHb CLIILCHKOTOCIIOAAPCHKUX KYJIBTYD.

[Tin yac noOHaBYAaHHS ONTHUMI3YIOThCA Taki Timeprapamerpu, sk: learning rate

(IBHUIKICTH HaBYAHH:A), batch size (po3mip makeTa), KUTbKICTh emoX, dropout, KiTbKICTh
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rapiB Ta attention heads [34]. locimkeHHs MOKa3yIOTh, III0 HABITh KOPOTKE JOHABYAHHS
npotsiroM 5—-10 emox Ha HeBenwkomy HaOopi (PlantVillage, Plant Disease Merged
Dataset) 3a6e3neuye 3HayHe MiABHUILEHHS TOYHOCTI, nepeBuinytoun pe3ynbratd CNN-
aHaJIOT'1B.

Takum 9UHOM, y CIIPOIIEHOMY BUTJISAII OCHOBHI €Talll aJITOPUTMY HAaBYAaHHS Ta
noHaBuaHHs Mojem ViT MokHA TIOJaTH Tak:

— TIArOTOBKA JaHUX. 3aBaHTaKCHHS JaTaceTy, po3Ioii Ha train/validation/test;
nonepeAaHs 00poOka (resizing, normalization, augmentation);

— 1HIiami3amis MOJeNl: 3aBaHTaKEHHS IMolepeaHbo HaBueHoi ViT, 3amiHa
BHXI1JIHOTO IIapy Kiacudikarlii Ha HOBHH;

— HaBYaHHS:  BU3HAuUeHHAa  onTtumizaropa (AdamW), @yskmi  BTpar
(CrossEntropylLoss), miianyBajibHUKa IBUAKOCTI HABYAHHSI, IPOBEJICHHS €MI0X HAaBYAHHS
3 MOHITOPHHTOM loss Ta accuraCy, 30epexeHHs HaWKpaiol MOoJeNl 3a pe3yjbTaTaMu
BaJTITaLlll;

— nonaByanHs (fine-tuning): mocTymoBe pPO3MOPOXKYBaHHS IIAPiB, TOHKE
HaJIAlITyBaHHS MMapaMeTpiB HABUAHHS ISl IOKPAIEHHS PE3YJIbTATIB,;

— OIIIHIOBAHHS SKOCTI MOJIENI: po3paxyHOK MeTpuk Accuracy, Precision, Recall,
F1-score, AHani3 TOMWIOK KiIacu(ikailii 3a JOMOMOTOI0 MATPUII Ty TaHUHH.

[Ilo6 yHukHyTH TiepeHaBuYaHHs (aHra. overfitting), mig dYac HaBYaHHSA
3aCTOCOBYIOTHCA TaKl CTpaTerii:

— panHs 3ynuHKka (anri. Early Stopping): npunuHeHHs: HaBYaHHS, SKIIO METPUKA
BaJIiIaIlli HE TIOKPAIYETHCS IPOTATOM KIJTbKOX €TOX;

— perynsapu3airis Dropout: BUnajKoBe BUMUKaHHSI HEHPOHIB il YaCc HaBYaHHS;

— ayrMeHTaIlls JaHuX: 301IbIICHHS PI3HOMAaHITHOCTI 300pakeHb;

— Weight Decay: mirpad 3a 3aHaATO BEIUKI Bark MOJIEIT.

[licns 3aBepiieHHA [OHaBYAaHHA Ta MIA0OPY TimeprapamMeTpiB  HAMOLIbII
ontuMaibHa Moaenb VIT 30epiraetscs y dopmari .pth (PyTorch) ado ONNX s

1o1ajbInoi iHTerpaiii y Beo3actocyHok [35]. ITig yac poOOTH KOPUCTYBay 3aBaHTAXKYE

2025 p. Myp3akoii Jlanuino



47

Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

dbotorpadiro mucTKa, 300paKeHHSI MPOXOJIUTDH IMOIEPETHI0 0OPOOKY Ta MOJAETHCS JI0
mozeni ViT, sika moBepTae HMOBIPHOCTI HaJISKHOCTI JI0 IIEBHUX XBOPOO.

Takum ynHOM, MTOHABYaHHS Mojeli Vision Transformer mist kiacudikariii XBopoo
pOCIMH BKJIIOYA€ €Tamy IMATOTOBKM JaHMX, iHiIiamizaii, fine-tuning, Bamijgamii Ta
OLIIHIOBaHHS  SIKOCTI  pe3ynbTariB. 3actrocyBaHHs transfer learning mo3Bomsie
BUKOPHCTOBYBATH IMOTYXKHICTh MOMEPEIHFO HABUCHUX MOJETCH ISl Crieliali3oBaHuX
arpapHUX 3aj1a4, 3a0€3Meuy0ur BUCOKY TOUHICTb, CTA0IBHICTD 1 MOKJIMBICTD IHTETpaIlli

y B€OOpIEHTOBaHY 1H(POPMAILIIIHY CUCTEMY.

2.4 MeTpuku oninku sikocti moaeiei Vision Transformers

O1uiHKa SKOCTI pOOOTH MOJIEIIl € OJTHUM 13 KIIFOYOBHUX €TariB MOOYI0BH CHCTEMHU
MaITMHHOTO HAaBYaHHSA. Y BHIMAAKY IaTHOCTHKHA XBOPOO CUIBCHKOTOCIIOIAPCHKHUX
KyJbTYp METPUKHA TOYHOCTI JIO3BOJISIIOTH BU3HAYUTH, HACKIJIBKM KOPEKTHO MOJIETh
Kiacudikye 300paKeHHS JIMCTS 3a KiacamMu («30pOBe», «IpikKay, «CENnTopio3,
«pitoptopo3» Tomo). s 1OrO BUKOPUCTOBYIOTHCS  KUIBKICHI  TMOKa3HUKHU
edeKkTUBHOCTI Kiacuikailii, ki OOYMUCIIOIOTHCS HA OCHOBI TMOPIBHSHHS IPOTHO3IB
MoJieIl 3 icTHHHUMH MiTkamu (anri. ground truth) [36].

bazoro nmnst pospaxyHky Ounbmiocti metpuk € Marpuit Confusion Matrix, 1o
B1JI0OpaXka€ KUIbKICTh MPABUIBHUX 1 MOMUJIKOBUX KIacH(IKaliil s KOXKHOTO KJacy
(Tabm. 2.1):

— TP (True Positive) — kinbKiCTh 300paXeHb, SKi TIHCHO Hale)KaTh 10 Kjacy
«XBOpe» 1 OyJIM TPaBUIILHO BH3HAYEH1 MOJICIUTIO;

— TN (True Negative) — KiTbKICTh 300pake€Hb «30POBHUX» JIUCTKIB, SIKI MOJICITb
KiacuikyBasa mpaBUIbHO;

— FP (False Positive) — Bumagku, KOJIM MOJEIb MOMHJIKOBO BiTHECHA 30POBE
JMCTSI JIO KJIACy «XBOPEY;

— FN (False Negative) — Bunaaku, KoM XBOpe JIHCTs OyJio KiIacu(iKOBaHO sIK
«3IOPOBEY.
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Jlns GaraTokiacoBoi kimacudikalii (IeKiJibka TUITIB XBOPOO) MaTpHIIS ITyTaHUHU
PO3IIMPIOETHCS  BIAMOBIAHO JO KilbkocTi kiaciB. Ha ocuHoBi Confusion Matrix
3MIACHIOETBCS ~ PO3PAXyHOK  OMUCAHUX  HUXKYE  METPHK  OIIHKKM  TOYHOCTI
kinacudikamii [37].

Ta6muus 2.1 — Confusion Matrix mist BUmaaKy JBOX Ki1aciB

[Tepen6aueno no3utuBHe | [lepenbaveHo HeraTuBHE

@DaKTUYHO MMO3UTHBHE True Positive (TP) False Negative (FN)

DaKTUYHO HETaTUBHE False Positive (FP) True Negative (TN)

Accuracy — HaimpocTia Ta HalNOIIMpEHila METPUKA, 110 MOKa3y€e 3arajbHy

YaCTKy NPaBUWIBHUX MepeadaueHb cepel yCix 3pa3KiB:

TP+TN
TP+TN+FP+FN

Accuracy = (2.15)
Y KOHTEKCTI JIarHOCTUKH XBOPOO POCIIMH BUCOKE 3HAUCHHS Accuracy 03Hauae, 1o
MOJIEJIb Y IIJIOMY MPaBHIIBHO KJacu(iKye OUTbIIICTh 300paxkenb. OaHak mpu AucOananci
KJIaciB (KOJIM, HampuKiIajd, OUIbIIICTh 300pa)K€Hb - 3JI0POBE JIUCTS) Accuracy MOXe
BBOJIUTH B OMaHy, TOMY HEOOXiHO aHai3yBaTH ¥ iHI MeTpuku [38].
Precision xapakrepu3ye, HACKUIbKA JOCTOBIPHHMH € TO3WUTHBHI Tepea0adeHHs

MoJielli, TOOTO SIKYy YacTKy 3 Mepe0aueHnX SIK «XBOP1» 300pakeHb CIPaB/Il € XBOPUMHU:

TP
TP+FP

Precision = (2.16)
Bucoke 3Hauenns Precision o3Havae, 110 MOJENb P1AKO TOMUIISIETHCS, KOJH BKa3ye
Ha HAasIBHICTh XBOpPOOU. Y CUIBCBKOMY TOCIOJAPCTBI 1€ BaXJIMBO, 1100 YHUKHYTH
MOMUJIKOBUX CUTHAJIIB 1 3aBUX BUTPAT HA 0OPOOKY 310POBUX KYJIBTYD.
Recall (moBHoTa abo uyTnmBicTh, Sensitivity) BU3HaUa€, Ky 4acTKy BCiX AIHCHO

XBOpHUX POCIIMH MOACJIb 3MOTJIa ITPABUIJIBHO BUSIBUTHU!
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TP
TP+FN

Recall = (2.17)
Bucoxke 3nadenns Recall ¢cBimuuTh mpo 31aTHICTH MOJIE/I BUSBJISATH BCi BUMAIKU
3aXBOPIOBaHb, HABITh SKIIO YacTHHA NPOTHO3iB € mommikoBumu [39]. Lls merpuka
0COOJIMBO BaXXKJIMBAa [IJII CHCTEM PAHHBOTO BHUSBIICHHSI, JI€ TMPOIYCK XBOPOOU MOXKE
MPU3BECTH JI0 3HAYHHUX BTPAT YPOXKAIO.
Fl-mipa (F1-score). Ockinbku Mik Precision 1 Recall icHye xommpowmic
(MABUIIEHHS OJIHOTO YacCTO 3HUIKYE 1HINE), BUKOPUCTOBYEThCS F1-Mipa — rapMmoHiiine

CepEeAHE MK HUMU:

Fl=2 x Precision XRecall (2.18)

Precision+Recall

F1-score € 30a1aHCOBaHOI0 METPUKOIO, SIKa BPAXOBYE K TOUHICTh, TAK 1 TOBHOTY
kiacuikauii. ¥ 3amadl po3nizHaBaHHS XBOpOO pociauH Bucokuid F1-score cBiguuTh mpo
3MaTHICTh MOJCII HQIIMHO BIAPI3HATH BCI TUIHM 3aXBOPIOBAaHL 1 NPH IIHOMY HE
CTBOPIOBATH 0arato XUOHUX CHPALIbOBYBAHb.

Oxkpim 0a30BHX, Y JOCIIJKEHHSIX TaKOXK 3aCTOCOBYIOTHCS IOMOMIXKHI METPHUKHU:

— Macro-average Precision/Recall/F1 — cepenne 3HaueHHsI TOKa3HUKIB I BCIX
KJIaCiB, HE3JICIKHO BiJ KIJIBKOCTI IPHUKJIAIIB Y KOKHOMY;

— Weighted-average Precision/Recall/F1 — cepense 3 ypaxyBaHHSIM YaCTKH
KOXKHOTO KJIacy;

— ROC-AUC (Area Under Curve) — miuoma miJ KPUBOK IMOMHJIKOBHX
CIIpallbOBYBaHb MPOTHU CIPABKHIX MMO3UTHUBIB, 10 BiI0Opaxkae AKICTh Kiacudikalii npu
PI3HHUX TTOPOTaX MPUIHATTS PIIICHb.

[{i MeTpuKky 0COOMBO KOPUCHI MPHU aHATI31 MOJEIIEH, 10 MPAIIOI0Th 3 BEJIMKAM
nrcOamaHcoM KiaciB ab0 MarTh Pi3HY BaXKJIUBICTh MOMMJIOK (HAMPHKIIAJ, MPOIYCK
XBOpOOU Ba)XJIMBIIINHI, HI’)K TOMHJIKOBA TPUBOTA).

VY mporieci OIIHIOBaHHSA SKOCTI MOJEJIl BUKOPHUCTAHHS MAaKpO-OpPIEHTOBaAHUX

kinacudikamiiHux MeTpuK. macro Precision, macro Recall, macro F1-score 3a6e3neuye
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30aj1aHCOBaHy OIIHKY MTPOJYKTUBHOCTI MOJIEJIl B yMOBaX 0araTokjacoBOi Ta MOTEHIIHHO
mucOanancHoi BuOipku [40]. Ha BigmiHy Bif TpaauIliifHUX arperoBaHMX METPHK, SKi
OOYHCITIOIOTH MMOKA3HUKH Ha PiBHI BCiX 3pa3KiB 1 € UyTJIIMBUMHU JI0 JOMIHYBaHHS BEJIUKHX
KJIaciB, MaKpO-METPHUKH YCEPEIHIOIOTh Pe3yJbTaTH, OTPUMaHi IJii KOXKHOTO KIacy

OKpeMo, 0e3 3BasKyBaHHS Ha 1X 4acTKy y BUOIpIIi:

macroPrecision = %Z{n Precision;, (2.19)
macroRecall = iZ’l“ Recall;, (2.20)
macroF1 = iZ{” F1,, (2.21)

ne Precision;, Recall;, F1; — no4aTKoBi METPHKH, pO3paxOBaHi JJIsl KOKHOTO KJIacy |
okpemo 3a Gopmymnamu 2.16-2.18,
M — KUIBKICTh KJIACIB.

[Tix vac HaBuauHs Mojenel VIT y KOHTEKCTI 1aHOT pOOOTH METPUKHU T03BOJISIOTh:

— OILIIHUTH TOYHICTB 1 cTaO1IbHICTG V1T-Moaem micias JOHaBYaHHS,

— MOpIBHATH pe3ynbTaTu pizHux apxitektyp (ViT-Tiny, ViT-Base, DeiT,
MobileViT);

— TpoaHali3yBaTy BIUIMB rinepnapameTpiB (learning rate, KiIbKICTh enox, batch
size) Ha SKICTh KJIacu(iKarllii;

— BUSIBUTH KJIACH XBOPOO, SIK1 MOJIEb PO3ITI3HAE HAUTIPILIE, 1 BIOCKOHAIMTH HA01p
JAHUX MIJITXOM PO3IIUPEHHS BIATIOBIAHUX KaTETOPIii.

OTxe, 1711 KOMIUIEKCHOI OLIIHKU SIKOCT1 Kjacu@ikalii XBOpoO POCIUH JOIIBHO
BUKOPHCTOBYBaTH KOMOIHaIii0 MeTpuk — Accuracy, Precision, Recall ta Fl-score, siki
pa3oM Bi110OpaxaroTh K 3arajibHy MPaBWIbHICTh, TaK 1 3JaTHICTh MOJIEI BUSIBIIATH BCi

BHITAIKH 3aXBOPIOBAHDb oe3 HaJJIMIIKOBUX ITOMUJIKOBHUX CIIPAIbOBYBAHD.
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Bucoki 3HayeHHS IIMX TMOKAa3HUKIB CBiIYaTh MPO €(PEKTHUBHICTH PO3POOJIICHOT
moneni Vision Transformer Ta mnpaBuibHICTH MOOYJOBH aIrOpuTMy I HaBYAHHS.
Ha ocHOBI oTpuMaHMX METPUK Y HACTYNMHOMY pO3AUIl OyJe MpOBEICHO aHami3
pe3yJbTaTiB poOOTH MOJENI Ta IHTerpamilo il y Be03aCTOCYHOK JJid IMPaKTHYHOTO

BUKOPHCTAHHSA B arpapHiii cepi.

BucHoBkH 10 po3ainy 2

VY npyromy po3maiii po3risHyTO MOJIE Ta METOIH, 1110 JISXKAaTh B OCHOBI TOOY10BU
1H(popMaIiitHo1 CHUCTEMH ABTOMATU30BAHOL J1arHOCTUKHU XBOPOO
CLIbCHKOTOCIIOAAPCHKUX KYJIBTYP 13 BUKOPUCTAaHHAM apXitektypu Vision Transformer.

[IpoanainizoBaHO TPHUHIMIHN MOOYJIOBU TpaHCHOpMEPIB 30py, iX CTPYKTypy Ta
KJIFOUOBI KOMIIOHEHTH — IIAp PO30MTTS HA MaTyi, MO3UI[IHE KOAYBAaHHS, MEXaHI3M
OararorosioBoi camoyBaru (Multi-Head Self-Attention), pesuayanbHi 3’€qHaHHS Ta
knacudikamiianid map (MLP Head). ITokazano, 1o Ha BiAMIHY BiJ TpaaMIIIHHUX
sroptkoBux HerpoHHuX Mepesk CNN, VIT 3xilicHIO€ TI100anbsHUN aHali3 300paXKeHHS,
BpPaxOBYIOUH MPOCTOPOBI 3B’SI3KM MK yciMa Moro yactuHamH. Lle mae 3mory TouHine
BHU3HAYATH XBOPOOU, O3HAKU AKUX MOXKYTh OyTH PO3CISIHI MO PI3HUX AUISIHKAX JMCTKA.

Omucano eranu TOMEPEHbOI OOpOOKM Ta ayrMeHTarii 300pakeHb, SIKi
3a0€3MeuyoTh MIABUILIECHHS SKOCTI HAaBUAJbHUX JAHUX 1 CTIMKICTH MOAENI J0 3MIH
OCBITJICHHSI, MacIITaly Ta opieHTallii. 30KpeMa, 3aCTOCYBaHHS METO/IIB HOpMaJi3allli,
BUjaneHHs (hoHy, OamaHCyBaHHS SICKPaBOCTI, OOEpPTaHHS Ta BiI3EPKAJICHHS JT03BOJISIE
MOKpPAIIUTH FeHePaTi3yIovy 3/1aTHICTh MOJIENI Ta YHUKHYTH NIEpeHaBYAHHS.

Po3pobneno anroputM HaBUaHHS Ta JJ0HaBYaHHA Mojeneit ViT Ha crieriamizoBaHoMy
JaraceTi XBOpPOO poOCIMH. AJTOpUTM Tependadae IMOeTarHe PO3MOPOKYBaHHS IIapiB
MOTIepeIHLO HABUEHOI MOJIENI, HalaITyBaHHs rineprnapameTpiB (learning rate, batch size,
KUTBKICTh €T10X), @ TaKOXK OINIHIOBAHHS TOYHOCTI 32 JIOTIOMOTOIO BaJIiIAINIHOT BUOIPKH.

3actocyBanHs transfer learning 103BoJIsI€ aIanTyBaTH MOJIENb, HABYEHY Ha BEJIMKOMY HA0OP1
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ImageNet-21k, 1o crerudiyHUX O3HAK CUILCHKOTOCIIONAPCHKUX KYJIBTYp 0€3 MoTpedu y
BEJIMKUX 00CsTaX JTaHuX.

JIng  OuUiHIOBaHHS SKOCTI Kiacu@ikaimii oOrpyHTOBaHO MOOYJOBY MaTpHIl
IUTyTaHWHU, 10 BigoOpa)kae piBEHb pO3MI3HABAHHS KOXKHOTO Kjacy XBopoO, Ta
BUKOPHCTAaHHA OCHOBHHMX METPHK TOYHOCTI - Accuracy, Precision, Recall ta F1-score.
3acTocyBaHHS IMX IOKAa3HUKIB 3a0e3rneuye KOMIUIEKCHY OIIHKY poOOTH MoJeii Ta
JI03BOJIsIE€ BUSIBUTH KJIACH, K1 MOTPEOYIOTh T01aTKOBOTO HABYAHHS.

Takum YMHOM, y ApyroMy po3/iiii CGOPMOBAHO METOIOJIOTTYHY OCHOBY MOOYI0BH
cucTeMu niarHocTukyd Ha 0a3i ViT, mo BkiIO4ae apXiTeKTypHI PIIICHHS, aJrOpUTM

HaBYaHHS, €TaNy 00OpOOKH TaHUX 1 KPUTEPIl OI[IHKYU pe3yJIbTaTiB.
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3 HABUAHHS TA OLIHKA SKOCTI MOJEJEM VISION
TRANSFORMER

3.1 IlinroroBKa JaHUX i MoJei 10 HABYAHHSA

Jliis mpoBeeHHs foHaB4YaHHS Mozeii Vision Transformer aiis BusBIeHHS XBOPOO
CUTbCBKOTOCIIOJAPCHKUX  KYJIBTYp OyJio chHOpMOBAHO €AuUHE OOYUCIIOBAIbHE Ta
MporpaMHEe CEepPeOBUIIIE, sIKe 3a0e3Ieuye BIATBOPIOBAHICTh PE3YJIbTATIB Ta MOKIIUBICTh
MOJAJIBIIOTO JIOCIIKEHHS ONTUMAIBHOT apXiTEeKTypU MOJIEII IUIIXOM HaJIalTyBaHHS 11
rinepnapameTpiB.

OO0uuncioBaibHE CEPEIOBUIIE BKIIOYAIO MEPCOHANBHUM KOMIT'oTep 13 64-
po3psaHOIO oneparriitHoro cuctemoro Windows 11, nporiecopom kiacy Intel Core / AMD
Ryzen Ta amapaTHUM NPUCKOPEHHSM 3a AOMOMOTO0 rpadiuHoro mpomecopa GPU,
cymicHoro 3 texnosorieto CUDA. Bukopuctanus GPU € KpUTHUYHO BaKJIMBUM IS
MPUIIBUANICHHS HaBYaHHS TpaHC(POpMEpHUX MOIeIIeH, OCKUTBKH OTeparlii caMOyBaru Ta
MaTpPUYHI MHOKEHHS MalOTh BUCOKY OOUYHUCIIOBAJIbHY CKJIAJHICTh MPU 0OPOOIIl BETUKUX
MaKeTiB 300paKeHb.

[IporpamHa wyacTuHa cepenoBuina Oylia T1OOyJIOBaHA HAa OCHOBI MOBH
nporpamyBaHHs Python Ta ¢peiimBopky PyTorch. Jlns po6oTu 3 Tpanchopmepamu 30py
JI0AATKOBO 3aCTOCOBYBAIMCS 010110TEKHU:

— HuggingFace Transformers: mms 3aBaHTakeHHS IONEPEIHBO HABYEHHX
moaene ViT Ta 3pydnoi po6otu 3 KOHGITYpaIlisaiMu,

— timm (PyTorch Image Models): sik mxepeno pearizaiiiii cydacHUX apXiTEKTyp
KOMIT FOTEPHOTO 30DY;

— Torchvision: ayst 0a30BHX MEPETBOPEHB 300pa’keHb Ta 3aBaHTAKECHHS JaTaCETiB;

— NumPy, Pandas, Matplotlib: nmas 00poOku pe3ynpTariB EKCIIEPUMEHTIB,
noOynoBu rpadikiB KPUBUX HABYAHHS Ta aHANI3y METPHUK;

— scikit-learn: mns moOGymoBu Confusion Matrix Ta po3paxyHKy T0OIaTKOBHX
MeTpUK (KIacu(iKaiifHuii 3BIT).
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Vi 3anexHoCTI OyJiv 3rpyIioBaHi y BipTyaibHOMY cepenoBuli Python (venv), o
3a0e3MeUmiIo 130JISIIiI0 TTPOEKTY BiJl TJIOOATEHO BCTAHOBJICHUX IMAKETIB Ta CIPOCTHIIO
MOBTOPHE PO3TOPTaHHS CEPEOBHILA.

Buxioni nanawmyeanns mooeni ma oanux. Ha mepmomy erami Oyso oOpaHO
0a30By momepeaHh0 HaBueHy Mojenb ViT-Tiny-Patchl6-224, 3 matyamu po3mipom
16x16 miKceliB Ta BXIZHUM pPO3MIpoM 300pakeHHs 224%224 mikcem [41]. Taka
KOH(iryparis Bianosigae cranaaptHuM peanizamism ViT-Base/VIT-Tiny i 3a0e3neuye
OanaHc MiX SKICTIO Kiacudikalii Ta yacom HaBuaHHS. Moxenb ViT HaTpeHOBaHa IS
pO3ITi3HaBaHHA XBOPOO JIMCTS YOTUPHOX KYJIBTYP (KyKYypy/3a, KapTOILIs, PUC, IIIICHUIIS),
kiacudikoBaHux 3a 14 kimacamu, M0 OPEACTaBIAIOTh P13HI BUAM POCIUH Ta iXHIA CTaH
310pOB’l.

Jlnsa nonaBuanus mogmenm ViT-Tiny-Patchl16-224 6yno Bukopucrano Data Set, y
SKOMY TIpeICTaBleHO 14 CITbCHKOTOCTIONAPCHKUX KYyJIbTyp, KiaacupikoBaHux 3a 88
kiaacamu (momatok A) [42], Ta mocmimkeHo BIuMB rineprapamerpis fine-tuning ViT i3
METOI0 BU3HAYEHHI ONTUMAIBHUX MapaMeTpiB JOHABUAHHS MOJIENi HA JOMEHHUX JTaHUX
JUTSL TIIABUIIEHHSI TOYHOCTI PO3IMI3HABAHHA XBOPOO Ta IHTEPIPETOBAHOCTI PE3YJIbTaTIB.
[Ti1 yac mMArOTOBKM JJaHKX OYJIO 3aCTOCOBAHO ayTMEHTAIIIFO JIJIsl 301JIbIIICHHS 300paKeHb
MAOUYMCEIbHUX KJIACIB 3a JOMOMOTo  Oi0mioTeKkH IMgaug: Tropu30HTaIbHE
Bi3epkasiensa (50% imoBipHOCTI); BUNagkoBe oOpizanHsa a0 10%; 3MiHa KOHTpacTy
(0.75-1.5); nonaBanHs TrayciBChbKOTO ImIyMy; 3miHa sickpaBocti (0.8-1.2); HeBenuke
obepranns (—5°...+5°) 1 3cyB (shear —16°...+16°).

[Tix gac imimianizaiii 6a30Boi Mozl 0yJI0 BUKOHAHO:

— 3aBaHTa)XKEHHs Bar momnepeaHno HaBueHol ViT-mozeni (pretrained on ImageNet);

— 3aMiHy BUXigHOTO Kiacu(ikamiiHoro mapy head Ha HOBUI MOBHO3B A3HUH 1ap
13 KIJIBKICTIO BUXO/IIB, 1110 BIJIOBi/Ia€ KUIBKOCTI KJIACiB Y BUKOPUCTOBYBAaHOMY JaTaceTi
(y nanomy Bumaaky 88 kiaciB XBOpoO 1 CTaHIB JIUCTS);

— HaJallTyBaHHS T[OYAaTKOBHX 3HA4YE€Hb TileprnapaMmerpiB, sKi  Haaaml

ONTUMI3YBaJIUCS B MPOIIECi EKCIIEPUMEHTIB.
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Jlns1 3a0e3nedeH s KOPeKTHOT poOOTH MOIeJI1 HaJl 300pakeHHAMH OyJI0 MPUUHSITO
Taki 0a30B1 HANTAIITYBAHHS MPEMPOLECHHTY: 3MiHa PO3MIpPY BCiX BXITHUX 300paXKe€Hb 10
224x224; nopmanizaiis mikceniB A0 aianazony [0; 1] 3 moganbmuM MpHUBEACHHSM 0
CTAaTUCTUK, BUKOPHUCTAHMX II1J Yac MOIepeHboro HaBuaHHs (mean, std Bijg ImageNet);
dbopmyBanHs 6aT4iB (hikcoBaHOTO po3Mmipy (batch size) nist eheKTHBHOTO BUKOPUCTAHHS
nam’siti GPU.

llouamkosi einepnapamempu nagyanmus. Jns 6a30Boi KoH(Irypauii HaBYaHHS
OyJM BCTAHOBJIEHI TaKl IMOYATKOBI TieprapamMeTpu (ki Aajll 3MIHIOBAJUCS B IMpoILeci
MOIIYKY ONTUMAJIbHUX 3HAYCHb):

— onrtumizatop: AdamW (pexomeH0BaHM 17151 TPAaHC(HOPMEPHUX APXITEKTYD);

— TI0YaTKOBA IIBUIKICTh HAaBYaHHS (aHTII. learning rate): y Jaiama3oHi Bif 2+ 1075 o
5-107* (i3 BuOGOpOM 6a30BOro 3HaUEHHs, HanpuKIan 1-107%);

— po3mip naketa (aHri. batch size): 16 abo 32 (3ayexHo Bijg 00CAry JOCTYMHOL
Bijieonam’siTi);

— KUIBKICTh €MOX: MoyaTkoBO 5—10 st 6a30BUX E€KCIIEPUMEHTIB 3 MOJAIBIINM
YTOYHEHHSIM;

— ¢ynxuisg Brpat: CrossEntropyLoss ni1st 6araTokmacoBoi kiacudikaiii;

— perynsapu3aiis: weight decay (0.01) Ta dropout y BHYTpilIHIX I1apax MoJedi;

— IUIaHYBaJIbHUK MIBUAKOCTI HaB4YaHHs (aHri. scheduler): cosine annealing abo
step LR ju1st maBHOT 3MiHU learning rate mpoTsroM emnox.

Jlns 3a0e3nedeHHs BIATBOPIOBAHOCTI pe3yibTaTiB 0yJsio 3apikcOBaHO MOYATKOBE
3epHO TreHepaTopa BumaakoBux uucen (anri. random seed) y PyTorch, NumPy Ta
cragaaptHoMy Mmonayii random. Ile m03BONMIO 3MEHIIWTH BIUIMB BHUMAJAKOBOCTI B
1HiL1am13a1i1 Bar 1 popMyBaHH1 OaT4iB Ha KIHIIEB1 METPUKHU.

Posnooin oanux ma nouamxosuii npomokon excnepumenmis. Ha piBHI BUXITHHUX
HAJIAIITYBaHbh TaKOX OyJI0 BU3HAYCHO CXEMY PO3IMONIIY JaHHMX Ha TPU 4acTUHH: train
data (70%): nmns Oesmocepeanboro HapuanHs Mmojenmi; validation data (10%): ms

KOHTPOJIIO MIPOLECY HaBYAHHSA, HANAIITYBAaHHS TileprapaMeTpiB Ta PaHHbOI 3yNHUHKH;
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test data (20%): auist miicyMKOBOT OLIIHKH SKOCTI Kiacudikarii. TecTtoBa BUOipka MicTriia

15 850 300paxeHs, 110 OXOIUTIOIOTH 88 Ki1aciB CTaHIB POCIHUH.

st ctBOopeHHs €(EeKTHBHOI CHCTEMH aBTOMATHU30BaHOi J1arHOCTHKU XBOPOO
POCIIMH Ha OCHOBI1 TpaHC(OpPMEPIB 30py BAKIMBUM € BUOIP BUXIAHOI apXITEKTYPH MO
cTpykTypy Mozeii Vision Transformer, sika BAKOpHCTOBYBaJIacs B JOCIIKCHHI, a TAKOXK
TPH KJIFOUOBI TiAX0M 70 AoHaBUYaHHs: freeze — moBHe 3amopoxxenHs, partial fine-tuning
— vactkoBe gonaBuadHs Ta full fine-tuning — moBHe HOHaBYaHHS.

Bubip 6aszoeoi mooeni Vision Transformer. V po0OoTi BHKOPHCTOBYBajacs
norepeIHb0 HaBueHa Mojenb ViT-Base-Patchl6-224, peanizoBana y ¢peiiMBOpKYy
HuggingFace Transformers. OcHoBHI XapaKTEpUCTUKH MOIECII:

— patch size: 16x16;

— image size: 224x224;

— embedding dimension: 768;

— KUIBKICTB 1IapiB TpaHchopmepa: 12;

— KUIBKICTh FOJIIB camoyBaru: 12;

— KITBKICTh MapaMeTpiB: ~86 MIIH.

Moenb nonepeIHbO HaBYeHA Ha BesinkoMy HaOopi ImageNet-21K, 1o 3abe3mneuye
il 3MaTHICTH PO3MI3HABATH YHIBEpCAJIbHI Bi3yallbHI MaTepHU (Kpai, MepeXxou KOJIbOPIB,
TekcTypu). Hns 3amaui knacudikaiii XBopoO OyB 3aMiHEHUM TUIBKU (PiHATBLHUN
knacudikaniauii map MLP Head na HoBwmiA, BianoBiaHO 10 88 KiaciB, BU3HAUCHUX Y
HaBYAIOYOMY JIaTaceT.

[Tpouec fine-tuning Bu3Hauae, sKi MapaMeTpy MOJETI MOXYTh 3MIHIOBATUCS I
yac HABUYaHHS, a SKI 3aJUIIAIOTBCA 3aMOpoxeHuMH. lle BImMBae Ha: MIBUAKICTH

HaBYdHHsA, BHMOI'M O alapaTtHoro 3&663HC‘-I€HH$I, PU3UK TICPCHABYAHHA, KiHHeBy
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TOYHICTb. ¥ po00Ti OYyJI0 3aCTOCOBAHO TPW CTpaTerii JJOHABUYAHHS, OMHUIIEMO iX OUIBII
JETANBHO.

Cmpameeis Freeze | Feature Extraction — «3samopooicena mooenvy. lle
HAUOPOCTIMMK MiAXiA, mpu sAkoMy yci mmapu VIT 3aMOpOKYIOThCS iXHI Barm He
OHOBIIIOIOTBCSI), @ HABYAEThCS JIMIIE KiIacH]ikaliiiHa roiioBa — BUXITHUIH
kiaacudikamiiaui map. MexaHika METOIy: MmapamMeTpu ycix mapis attention ta feed-
forward 3ammmaroTecsi (piKCOBaHWMM, I Yac HABYAHHS 3MIHIOIOTHCS TUIBKH Baru
¢inanmsHOoro MLP Head.

[TepeBarn 11i€l crparerii: HalmBuamle HaBuyaHHS (HU3bKI BuTpatH GPU);
MIHIMQJIBHUA PpU3UK [E€PEHABYAHHA;, NIAXOAUTh Uil HEBEIUMKUX a0 CHIIBHO
nucOanaHcoOBaHUX HA0OpIB JaHuX. Hepomiku cTparterii: Moiens Maiike He alanTy€eThCs
JI0 HOBO1 JJOMEHHOI 3aja4i, cerudiKu 300pakeHb JIUCTS; e(PEKTUBHICTh 3HAYHO HUXKYA
Ha «TIOJIBOBUX» JIaHWX, HiX Ha moBHoMy fine-tuning. Ilei migxim 3acTOCOBYBaBCS SIK
0aszoBa Touka BiTiKy (aHr1. baseline) mis nmopiBHSHHS 3 IHITMMH CTPATETISIMHU.

Cmpamezis Partial Fine-Tuning — uacmkoge Oonasuanmns. Y 1bOMY MiIXOJi
PO3MOpPOXKYIOTBCS TUIBKM BepxXHI (KUIbKa OCTaHHIX) OJOKM TpaHchopmepa, sKi
BIIMOBIAIOTh 3a BHUCOKOPIBHEBI O3HaKW Ta aOcTpakmii. MexaHika MeETOay:
3aMOpOXKY€EThCs MPUOIN3HO 70—80 % HaAWHMKUKX MIAPIB MOJIENI, IOHABYAKOTHCS TIIBKH
BepxHi Kijbka mapiB VIiT + kinacugikamiiina ronosa: octanui 2—4 encoder blocks, layer
norm, kiacudikauiiHui map.

[lepeBaru crparerii: 3a0e3neuye OajlaHC MK LIBHIKICTIO 1 TOYHICTIO; J00pe
MIIXOJUTh TPU CEPeAHIX o0csArax JaHWX; aJamTaiisd 0 JIOKAIBHUX OCOOIMBOCTEH
XBOpOO Ta HOBOI 3aJja4l MOMIPHO BUCOKA; MEHIIIA UMOBIPHICTh NIEpEeHABYAHHS, HIXK MPU
full fine-tuning. Hemoniku crparerii: ckiaaHiiie mimiOpaTH, siKi OJIOKH 3aMOpPO3HUTH;
noBiIbHIIIE, HiXK freeze-pexxum; morpedye TouHoro mimbopy learning rate (3anaaro
BUCOKHIA IPU3BEJIE 10 pyHHYBaHHs pretrained-mpeacTaBiicHs ).

YacTkoBe JOHABUAHHS € OJHUM 13 HAWUMOMyNSAPHIIIMX MIAXOAIB Y MPAKTHYHUX

3actocyBaHHAX VIT — 0coOJMBO TOJI, KOJU JaHi pi3HOPiAHI (POTO 3 pi3HUM (POHOM,
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OCBITJICHHSIM, COPTaMHU POCIIMH ), KOJIU KJIACH TPUXH BIAPI3HAIOTHCS Bl 0a30BUX Ta SKIIO
€ OOMEXEHHS Ha 4ac Ta PECypcHu.

Full Fine-Tuning — nosue oonaguanns. HaWmoTyXHIMMA TiAXiA, TPUA STKOMY
PO3MOPOXKYIOThCS yCi Iapu Tpancopmepa, 1 MOJIeIb HABYAETHCS IIIKOM, HEHa4ueO0To 3
HYJISI, aJie 3 1HIl1aTi30BaHUMH BaraMu. MexaHika METO/y: OHOBIIOIOTBCS BC1 MapaMeTpu
monem ViT: Q/K/V marpumi, MLP, attention layers, feed-forward layers, positional
embeddings, patch embeddings, kiacudikariiiaa rojosa.

[lepeBaru ctparerii: kpamia sIKiCTh, MaKCMMajbHa TOYHICTb; MOBHA ajamTallis
MOJIeJIl MiJ JIOMEH POCIWH HOBOi JOMEHHOi 00JacTi; J03BOJSE JOCTIHKYBa BIUIUB
rinepnapameTpiB y Bcix Omokax VIiT; mae Halkpali pe3ysbTaTH Ha BEJIIMKHAX JaTaceTax
(mecatku THCSY 300pakeHb). Hemoiniku crparerii: HaWMNOBUIBHIIINN PEXUM, JIOBre
HaBuyaHHs, BUMarae 3HadyHux GPU-pecypciB; CHIbHUIN pU3UK MEpEHABYAHHS TIPU MAJIUX
JaTaceTax; BUCOKI OOUYMCITIOBAJIbHI BUMOTH; CKJIQJHIIIEC HaJlalIToByBaTH learning rate,
weight decay i scheduler. ITigxin full fine-tuning BukopucTOBYBaBCS K KiHIIEBA CTAIis
€KCIIEPUMEHTIB MICJIsl BA3HAYEHHS ONTUMAIbHUX TiIeprapaMeTpiB.

VY Tabmumi 3.1 HaBeAeHO MOPIBHSHHSA CTpaTerii JOHABYaHHSA y KOHTEKCTI
pO3B’sI3aHHS TIOCTABJICHOI 3a/1ayi.

TakuMm 4MHOM, JJIs1 JIAarHOCTUKKM XBOPOO POCIWH HaWKpamuii 6anaHc 3ade3nedye
partial fine-tuning, OCKINBKK BiH J03BOJSIE JOCATTH BHUCOKOI TOYHOCTI HAaBITh IpHU
oOMekeHOMY Habopi MOIbOBUX AaHUX. OHAK OCTATOYHUN BUOIp CTpaTErii 3a1€KUTh BiJ

pe3yJabTaTiB EKCIEPUMEHTIB, 1110 OylyTh HABEACH1 Y HACTYITHUX Maparpadax po3iiny.

3.3 MeToa mixoopy rimepnapamerpiB moaei Random Search

[Ticns BubGopy 6a30BOi MOJeNl Ta BU3HAYCHHS CTPATETii JOHABUYAHHS BaKJIMBUM
€TarioM € ONTUMI3allisl TimeprnapaMeTpiB, IO ICTOTHO BIUIMBAaIOTh Ha TOYHICTH Ta
cTabinbHICTh HaBYaHHS TpaHchopmepHoi Moaeni ViT. [IpaBunbHO miniOpaHi 3HaAUYCHHS
learning rate, batch size, scheduler, weight decay Ta dropout 3a0e3mneuyioTh IIBHIKY

30DKHICTh MOJIENII Ta 3MEHIIYIOTh PHU3UK IepeHaBuaHHsA. B maniii poboti Oyio
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3actocoBaHo Meton Random Search — BumaakoBuii momnyk, SKHii € MPOCTUM Ta

e(pEKTUBHUM M1AXO0/I0M JI0 aBTOMATUYHOT'O HANAIITYBAaHHS TilepriapamMeTpiB.

Tabmums 3.1 — KopoTka mopiBHsIIbHA TaOJIHISI CTPATETiil JOHABYAHHS

Crpareris
Freeze Partial fine-tuning | Full fine-tuning
Po3moposkeni mapu | Tinsku romoBa | Bepxui N 6mokiB Bci mapu
Posmip HaBYaTBHOTO Majun cepenHin BEJIMKUU
data set
[IBuAKICTH JTy’K€ BHCOKa cepenHs HU3bKa
. o . BUCOKHH (Ha
Pusuk overfitting MIHIMAaJIbHAN IOMIPHUN
MaJliX JaHUX )
TouHicTh HU3bKa BHCOKa MaKcUMaJbHa
[Totpeba B GPU MIHIMaJIbHA cepenHs BHCOKa

Random Search BumagkoBo reHepye jaekiibka HaOOpiB TimeprmapamerpiB y
3aJJaHUX Jliara3oHax, Micas 4oro JUIsl KO)KHOTO HAaOOpy BHUKOHYETHCS TOBHE HaBYAHHS
mojeni. Ha BigmiHy Bif cuctematuanoro nepedopy (y meroai Grid Search, nanpukian),
Random Search He oxoruiroe Bech MPOCTIp MapaMeTpiB, ajie JTO3BOJISIE IIBUAKO 3HAWTH
BJIaJTl KOMOIHAIIT TPY 3HAYHO MEHIITUX BUTPATaX OOUYMCITIOBAILHUX PECYpCIB.

Jlist peanizaiii MeToay OyJio cTBOpeHO okpemuii ckpunT random_search.py, sikuii:

— 3aBaHTaxye 0a30BUil KOHQITYpaIiiHuN (Haii;

— IeHepye BHNAJKOBl 3HA4YEHHs TIiNepHapaMeTpiB Yy 3aJlaHux Jdlana3oHax
(tabm. 3.2, puc. 3.1);

— 30epirae 3renepoBanuii KOHOIT y TuMyacoBuit Y AML-aiin;

— 3aIlyCKae OCHOBHHI Mpoliec HaBYaHHs main() i3 HOBUM HAOOPOM MapaMeTpiB;

— MOBTOPIOE MPOLEYPY AJI BU3HAYEHOT KIJIbKOCTI 3aITyCKiB.
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[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

ITin yac peamizarii MeTOy MiCias BU3HAYEHHsI KUJIBKOCTI BUITQJIKOBUX 3aITyCKIB

N_TRIALS BukoHyeThCS IIUKJ, SIKUH 0araTopa3oBO CTBOPIOE BHUITAIKOBI KOH(Iryparii

Ta 3aIycKae 3 HUIMHU HaB4YaHHS Moeni (puc. 3.2).

2025 p.

Tabauis 3.2 — Bukopucrani aianmazonn it Random Search

[Nnepnapametp

BapianTu

Ir_head

log-uniform y nianasoni Bix 1-:1076 g0 1-1073

Ir_backbone

log-uniform y giamaszoni Bix 1-1073 mo 1-107#

batch_size

BUITAJIKOBHI BUOIp 13 {8, 16, 32}

def sample_cfg(base_cfg): 1usage

cfg = copy.deepcopy(base_cfqg)
cfg["lr_head"] = 168 %% random.uniform(-5, -3)
cfg["lr_backbone"] = 10 #** random.uniform(-6, -4)

cfg["batch_size"] = random.choice([8, 16, 32])

return cfg

Pucynox 3.1 — 3aganus giana3oHiB reHeparlii rineprnapaMmerpis

for i in range(N_TRIALS):

cfg_i = sample_cfg(base_cfqg)

# TEaRaws T TIMUACABRASA KALBT 2

cfg_path = f"configs/random_trials/random_{i}.yam1l"
with open(cfg_path, "w", encoding="utf-8") as f:
yaml.safe_dump(cfg_i, f, allow_unicode=True)

run_name = f"random_trial_{i}"
print(f"\n===== 3anyck {i+1}/{N_TRIALS}: {run_name} =====\n")

main(cfg_path=cfg_path, run_name=run_name)

Pucynok 3.2 — ['enepartis rinepnapaMeTpiB y HUKI1
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{1k BUKOHYE TaKi Aii:

— TEeHEepy€e BUMAAKOBUM HaOIp rimneprapaMeTpiB 3a gomnomororo sample cfg();

— cTBOproe TuMYacoBuii YAML-(aiin, y siskoMmy 30epirae 3reHepoBaHui HaOIp
napaMeTpiB,

— (opmye iM’s1 eKCTIEPUMEHTY, 100 KOKEH 3aIyCK MaB OKpEMy IarnKy Ta OKpemi
JIOTH;

— 3aIlycKae OBHE HaBYaHHS MOJIEN 3 IUMU ITapaMeTpaMu, BUKIMKaOYl OCHOBHY
dbynkuiro main().

TakuM 4MHOM, KOXKHA ITe€pallis LUKIY — L€ OKPEMHUI MOBHUN E€KCHEPHUMEHT 3
YHIKQJIBHUMH TlIieprnapamMmeTpamH.

OcKiJIbKH OJTHE TIOBHE HABYaHHS MOJIeNi 3aiiMae mpubnu3Ho 20 roiuH, BAKOHAHHS
BEJIMKOI KUIBKOCTI €KCIEpPUMEHTIB Oyjo O HaaToO OOpOruM Yy daci. Y MpaKTHI
IJIMOMHHOTO HAaBYAHHS JUIsI OOUMCIIOBAJIbHO BaXXKUX MOJENIEH 4YacTO 3aCTOCOBYIOTH
MminiMasibHi Random Search cepii 3 3—5 3amyckiB, 110 J03BOJIsI€: MPOTECTYBATU Pi3HI
o0JlacTi MmpOCTOpPY MapameTpiB; 3HaAUTH pobody abo OJM3bKY J0 ONTHUMAaIbHOI
KOH(DIrypairito; yHUKHYTH 6araToJIeHHOTO a00 THXKHEBOTO Mepedopy MECATKIB 3HAUCHb.

Byno BukoHaHo 5 3amyckiB, M0 3a0e3MeUMSI0 JOCTAaTHIO BaplaTUBHICTH
pe3yJIbTaTIB MPU MPUUHITHOMY Yaci 00UUCIeHb. Y pe3ybTari Oyiu 3HaleH1 HACTYyMHI
onTUManbHi giamazonu: batch size: 16; Ir_head: 5-107% Ir_backbone: 1-107°. Ils
KoH(pirypaiis 3a0e3neunsia HAMBUILY TOYHICTh CE€peJl YCIX MPOTECTOBAHUX BapiaHTIB Ta
JIEMOHCTpYyBajia CTa0lIbHE 3MEHIIEHHS BTpAT IiJl Yac HaB4YaHHsS. {71 OIIHKK KOXXHOI
KOMOIHAIlIT TapaMeTpiB BUKOPUCTOBYBAJIMCS HACTYIHI MeTpuku: Accuracy, Precision
(macro), Recall (macro), F1-score (macro).

Bubip macro-meTpuk 3yMOBJICHHI HasIBHICTIO 3HAUHOTO AUCcOaIaHCy MIX KJlacaMu
y BUXIJHOMY JaTaceTi, 1[0 MOIJIO MPHU3BECTH JI0 MepeajanTallii Mojell 10 HaOUIbII
pernpe3eHTOBaHNX KiaciB. ToMy OIlIHKa SKOCTI MOJEJl JIMIIe 3a TOYHICTI0O Oyna O
HEJOCTaTHBHOIO Ta MOTEHLIHHO XUOHOI0, OCKIIBKHU accuracy MOKe 3aJUIIAaTUCA BUCOKOIO

HaBITh 3a CJIa0KOi HpO,Z[YKTI/IBHOCTi Ha MaJIOUYHCCIIbHUX KJIacax.
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TakuM 4MHOM, y pe3yJIbTaTi 3aCTOCYyBaHHS MeTOoAy omTuMizailii Random Search
Oyno BH3HA4YeHO HaAOIp TimepmapaMeTpiB, sKi 3a0e3Meymin HaWKpamuid OamaHc Mix
TOYHICTIO, IIBUJIKICTIO HABYAHHS Ta CTIMKICTIO MoJieni 10 nepeHaB4yanHs. Lli mapamerpu

CTaJIM OCHOBOIO JIJI1 €KCIIEPUMEHTIB, ONMMCAHUX Y HACTYITHOMY maparpadi.

3.4 Mertoauka J0CJisKeHHsI BIUIMBY TrinepmapaMeTpiB Ta crparterii

JOHABYAHHSA HA AKICTH KiacuPikamii

JIjist mociIKeHHs BIUIMBY TilepriapaMeTpiB Ta CTpATErid JOHABYAHHS HA SIKICTb
kiacudikamii OyJo MPOBEIECHO CEpil0 SKCIEPHMEHTIB i3 Tphoma Mojemsimu Vision
Transformer (VIT), K1 BIZPI3HSITACS HaJTAII Ty BAHHIMHU HaBYAHHS.
MerToto ekcriepuMeHTiB OyI10:

— BHU3HAYUTH ONTHMAaJbHY IIBHJKICTh HAaBUAaHHS I Kiacu]ikamiiiHOl roJI0BU
Moeni Ta 6eKOoHYy;

— OIIIHUTHU e(PEKTUBHICTh YaCTKOBOTO 3aMOpOXKyBaHHs (freeze epochs);

— mpoaHanizyBatu BIUIMB BaroBoro cemruninry (WeightedRandomSampler) na
OajaHC KIaciB;

— MOPIBHATH KPUBI HABYAHHS Ta METPHUKH JJI1 KOKHO1 KOH(DIrypariii.

Yci momeni HaByaiMcs Ha OJHOMY JaTaceTi, Maju 1JEHTUYHI TapameTpu
NPENpoOLECHHTy Ta OJHAKOBY KUIbKICTh emnox (10), mo 3abe3neuye KOPEKTHICTh
nopiBHsAHHS. Byio npoBeaeHo Tpu okpemi ekcriepuMeHTH (auB. Tad. 3.3).

L1 Tpu koHIrypalli Jal0Th 3MOTY 130J1bOBAHO OIL[IHUTH BILJIUB:

— rubuHM 3aMmopoxeHHs (freeze backbone epochs);

— mBUAKOCTI HaBYaHHs Tu1a Mmojeni (Ir_backbone);

— HasABHOCTI BaroBoro cemrutinry (use_weighted_sampler).

Hwxye HaBeneHO JeTalibHE TMOSICHEHHA KOXHOTO TrineprapameTrpa, Mo
BUKOPUCTOBYBaBCs y (haiiyiax eKCIIEpUMEHTIB.

1. 3aecanvhi cinepnapamempu (CTIUTBHI IS BCIX €KCIIEPUMEHTIB):
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— image_size: 224 — crangaptHuil po3Mmip Bxoay aus Vision Transformer, VIT
Base ta VIT Tiny HaBuaroTbes Ha 224224 mig vac momepeaHboro pretraining, tomy
BUKOPHUCTAHHS I[LOTO PO3MIPY TapaHTye cyMicHICTh i3 Patch Embedding;

— batch_size: 16 — ontumanpHuil 6anaHc MiX SKICTIO TPAIi€HTIB (YMM OUTHIINI
batch, Tum crabinbHilIe HaBYaHHSA) Ta JOCTYMHHOIO Bimeonam’sartio (GPU), € TumoBumM
BubopoM s ViT batch size 16-32;

— epochs: 10 — ¢ikcoBaHa KUIBKICTB €MOX Ja€ 3MOTY TOPIBHIOBATH MOJECII B
OJTHAKOBHUX yMOBaX, YHHKATH MEPCHABUYAHHs, Ta MPHUIIBUAIIUTH CKCICPUMEHTH, IS
fine-tuning ViT gacto nocratupo 5-10 enox;

— weight_decay: 0.01 - peryngpusamiiinuii mapameTp, SKHH 3amooirae
30UIBIICHHIO Bar, 3MEHIIyE IEPeHaBYaHHS, € pekoMeHmoBanuM a1 AdamW 3a
nokymMmeHrariero Transformers;

— Use_amp: true — BKJIFOYEHHS aBTOMATHYHOI'O 3MIIIAHOTO TOYHOTO OOYHCIICHHS

(FP16) 3umKye BUKOpPHCTaHHS [1aM’sITi, IPUCKOPIOE HABYAHHS HE BIUIMBAE HA TOUHICTb.

Tabmuus 3.3 — OcoOaMBOCTI TPHOX EKCIIEPUMEHTIB 3 A0HaBYaHHA Mozeni ViT

ExkcnepumeHnt Oco0uBICTh Mera

CrangapTHi TrineprapameTpu,

Expl LR_backbone = 5-107°, freeze | BazoBuii KOHTpOILHUI
(default.yaml) 1 emoxa, EKCIIEPUMEHT
sampler = ON

‘ [TepeBipuTH KOPHCTH
3aMOpOKyBaHHS TUla Ha 3
Exp2 . noBiioro freeze ta
CTIOXH, TyxKe MaJIni
(exp2_freeze backbone.yaml) 00epeKHOTO OHOBJICHHS
LR_backbone = 1-:107°
O6exOoHy

[lepeBipuTH BILTUB
Exp3 [ToruicTio anamoriuna EXpl,
OaylaHCcyBaHHS KJIaciB Ha
(exp3_no_sampler.yaml) aire sampler = OFF
HaBYAHHS
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2. linepnapamempu, wo po3pizusaioms excnepumenmu. HaWBaxIMBIII
BIIMIHHOCTI MIXK MOJEISIMH — JBI IIBUAKOCTI HaB4aHHS (Taba. 3.4) Ta KiNBbKICTh
3aMOpOKeHNX ermox (Tabm. 3.5), a TakoX HasSBHICTH/BIICYTHICTh OalaHCYBaJIbHOTO
cemiuiepa (taoi. 3.6).

[IBuakicTe HaBuaHHs rojioBu Mojem — Ir_head = 5e-4. Ile 3HaueHHS OTHAKOBE Y
BCIX €KCIIEpUMEHTAaX, 110 00YMOBJICHO HACTYITHUM: HOBa Kiacudikaiiiaa rojosa (MLP
Head) ininianisyerscs Bunaakoso. [if moTpibHO HABUMTHUCS MIBUILIE, Hi%K PEILTi MOJEI,

tomy LR nis ronoBu 3a3Buyail y 5-10 pasiB Ou1bIMiA, HIXK 111 O€KOOHY.

Tabmuns 3.4 — lIsuakicts HaB4aHHS OckOoHYy — Ir_backbone

FKCIIEPUMEHT 3Ha4YEeHHS OOrpyHTYBaHHs
Expl 5-107° Crannmaptauii LR mis wactkoBoro fine-tuning VIiT
Exp2 1-107° OObepexHe HaBYaHHS — MEepeBIPKa CTa0IILHOCTI
Exp3 5-107° Sk y Expl, ane 6e3 cammiepa

LR_backbone mae 6ytn mamum, ockiabku OekOOH Bxke HaB4MBCS Ha ImageNet.
3anaaro Benukuii LR Moke 3pyiiHyBaTH KOPUCHI BaroBl NpeCTaBIeHHs. TOMYy 3HaUYEHHS
1e-5 - 5e-5 — 3aranpHONpHitHATA pakTHKa A7 ViT.

3amopoorcysanns b6exbony (Tabi. 3.5) moTpiOHE, OCKIIBLKY MEPIIMX SIOXax MOJICIh
Mae€: aJanTyBaTUCh JI0 HOBOTO JAaTaceTy, HaBUUTH KIACH(DIKATOp PO3PI3HATH KIIACH,

YHUKHYTHU JE€CTPYKTUBHUX I'PATIEHTIB Y OCKOOHI.

Tabmuus 3.5 — Bamopoxenns 6exdony — freeze _backbone_epochs

Exkcnepument | 3HaueHHs OO6rpyHTYBaHHS
Expl 1 Jlerka craburi3aiisg HaBYaHHSI
Exp2 3 JloBruii freeze — mepiini emoXu BYUMO JIUIIIE TOJIOBY
Exp3 1 Sk y 6a30BOMY €KCIIEPUMEHTI
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JlataceTu XBOpOO POCIMH Maibke 3aBXIU CHIBHO He30alaHCOBaHi 1Mo kiacax. I3
METOI0 BpaxyBaHHS MpoOJieMU AucOaliaHCy KiaciB Oyno BukopucraHo merton Class-
balanced sampling, sxuii mepeadadae miJ 9ac KOXKHOI €MOXHM CTBOPEHHS OardiB 13
OJTHAKOBUM TIPE/ICTABICHHAM IPHKIAAIB KOXKHOTO Kiacy. s 1bOro miapaxoBYIOThH
9acTOTy 7; KOXXKHOTO KJjacy Yy HaBYalUMWX JaHUX Ta OOYHUCIIOITH Bary

w;, 00EpHEHY 0 YacCTOTH KJIacy:

Wi = (3.1)

Taxmu unHOM cemiuiep 3a0e3mneuye 30anaHcoBaHe MPEACTABICHHS KIIACIB 1] 4ac
HaBYAHHS HE3AJICKHO BiJ peajdbHOrO MPEACTABICHHS KIaciB y garacer. MeTon He
nyOnoe AaHi, a MojeNb 0aunuTh MPUOIU3HO OJTHAKOBY KUIBKICTh MPHUKIIAJIB KOKHOTO
KJIacy B MpOIIeCi HAaBYaHHS.

Jlna peamizamii Metogay Oyno crBopeHo cemmiep WeightedRandomSampler
(puc. 3.3), skuii 3MiHIOE Ccroci0 BHOIPKW MaHUX IiJ Yac HaBYaHHS, BHPIBHIOIOYH
iimoBipHicTh mosiBu kiaciB. Cemmiep WeightedRandomSampler 6yno 3actocoBano y
excriepuMenTax EXpl ta Exp2. Meta ekcnepumenty EXP3 — mepeBipuTH, HACKUIBKU
MOJieJIb TOTIPIIMTh SKICTh BHUSBICEHHS XBOpoO 0Oe3 BUpIBHIOBaHHA kjaciB. lle nmacte

npsiMe PO3YMIHHSI, YA MOJIEIb NEPEOOTKYE TOMIHYIOU1 KIIACH.

def build_sampler_from_dataset(dataset, class2id):
labels = []
for p in dataset.paths:
¢ls = Path(p).parent.name
labels.append(class2id[cls])

cnt = Counter(labels)

weights = [1.0 / cnt[1l] for 1 in labels]
return WeightedRandomSampler(weights, num_samples=len(weights), replacement=True)

Pucynok 3.3 — Peanizamis cemrmiepy WeightedRandomSampler
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IIpomoxon nposedennsi excnepumenmig. YCl MOJENl HABYAIKMCS 3a €IUHUM
MIPOTOKOJIOM:

— posnozin manux: 70% — train data, 10% — validation data, 20% test data;

— MIATOTOBKA JaHWX: pecaits 224x224, nopmamizaris mig ImageNet, ayrmenTarrii
(Random Flip, Random Rotate: mo 20% 11 K0>KHOTO KJIacy);

— HaBuaHHsA: onTuMizaTop AdamW, paHHe 3aMOPOXKyBaHHsS O€KOOHY, JIOTYBaHHS
loss Ta accuracy;

— 30epeXeHHsI. Haillkpaiia Mojeib, 30€peKeHHS KpPUBUX HABUaHHS JUIs
MOPIBHSHHSA;

— Bamigaifisa: 3aifcHioBamacs mobOymoBa Confusion Matrix Ta ormiHoBamucs
meTpuku Accuracy, Precision, Recall, F1-score (macro, ocHOBHa METpHKa);

— TMOPIBHAHHS MOJIEJICH: OCHOBHI TOYKM aHaNi3y OyJiM HACTyMHUMHU — BIUIMB
freeze na cTabiIBHICTH Ta TEMI HABYAHHS, BILIMB IIBHIKOCTI HABYaHHS OCKOOHY, BILIHB
BUPIBHIOBAHHS KJIACIB, €PEKTUBHICTH MOJIETIl Y MAJIOYHCEIIbHUX KJlacax.

Jlyist BupimeHHs: mpoOyieMu aucbaliaHcy KJIAciB IMij 4ac HaBYaHHA Mojeli Oyio
BpaxoBaHO Baru kiaciB y pyHkuii BTpat. Tomy popmyina 2.13 ang o6uncienns QyHKIii
BTpaT Oyia MoaudikoBaHa:

L= =38, 57 w108 (i) (3.2)

n

Jie N — KIIBKICTh 3pa3KiB y 0aTyl,

w; = — — Bara kiacy ] (N — 3aranpHa KUIBKICTb 3pa3KiB, Nj — KUTBKICTh 3pa3KiB y

KJaci j),
M — KIJBKICTh KJIaCiB,

Yi,j — ictunHa mitka (0 abo 1),

Vi j — nepenbayeHa HMOBIPHICTb HANEKHOCTI 0 KIIAcy .

Komb6inaris cemmiepy WeightedRandomSampler ta BukopucTtanss Bar y QyHKIIii
BTpaT 3HAYHO MIBHUIIY€E CTIHKICTh MOJENI 10 qucOanancy. OCKUTbKY CeMIUIep BUPIBHIOE
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PO3MOIIT TaHUX y y 0aryax mij yac HaBYaHHsI, 3a0e3Mevyyrodyu PIBHOMIPHICTh BXIJTHUX
NPUKIAAIB, TOMI SK 3BakeHa (QyHKiis BTpar l0SS poOUTH MOIENs YYTIMBOIO JIO
BOKJIMBOCTI MaJOYMCEIbHUX KJAaciB. Y pe3ynbTaTi MOJETh HE MEePEOPIEHTOBYETHCS Ha
JIOMIHYIOU1 KJIACH, TOKpAIIy€e SAKICTh Iepea0adeHsb JIJIsl BCIX KaTeropiit XBOpooO 1 3MEHIITy€
PU3HK JIerpajallii Takux METpHK, sik recall ra F1-score.

Takum yuMHOM, y3arajibHEHE MPU3HAUYEHHS TPHOX EKCIIEPUMEHTIB € HACTYITHHM.
Excnepument EXpl € 6a3oBuM, qa€e eTajgoHHy TOUKY mopiBHSHHS. Exciepument EXp2
31MCHIOE MEPEBIPKY, UM MOKPAIIUTh PE3yIbTaT CTAOUIBHICTH 1 y3arajibHEHHS. JOBI€
freeze + nyxe manuii LR. Excriepument EXP3 mepeBipsie peanbHUiA BIUIMB TUCOaIaHCy

KJIaciB, MpoBOIUTHCA Oe3 Weighted sampler.

3.3 AHaJii3 oTpUMAaHUX pe3yJIbTaTiB

VY nmocnikeHHI BHUKOHAHO CEpII0 EKCIIEPUMEHTIB 13 JOHABUAHHS MOIEPEIHBO
HatpeHoBaHoi Monem VIT-Tiny-Patch16-224 ans xnacudikamii 300pakeHb POCIUH.
ApxiTeKTypa MO 3ajldilaiacs HE3MIHHOK, a BapliOBAINCS JIMIIE TieprnapameTpu
HaBYaHHS, 30KpeMa: rimOuHa 3amoposku mmapiB (freeze depth), crpareris fine-tuning
(partial ta full), mapameTpu onTumizamii, a TakoXXk METOIU YypaxyBaHHS IHCOANAHCY
KJaciB (KJIaCOBI BarM Ta BaroBHM CEMIUTIHT). METOI EKCHEPUMEHTIB OYyB MOIIYK
ONTUMAJIbHOI KOMOIHaIIi TrineprnapaMeTpiB, ska 3a0e3nedyye HaWBUILY SKICTh
kinacudikarii 6e3 moaudikarii 6a3oBoi apxiTekrypu ViT.

VY nochimkenni 0yno chopmoBano tpu fine-tuned BapiantiB mozeni VIiT-Tiny-
Patch16-224, sxi BiApi3HsJIKMCS TileprnapamMeTpaMu HaBUaHHS, TJIMOWHOK 3aMOPO3KU
mrapi: 1) exp_1 — default: 6a3oBe moHaBuaHHsS MojENi O3 3aMOPOXKYBaHHS IIApiB Ta
6e3 monudikamiii cemmepa; 2) exp 2 — freeze backbone: 3amoposkeno backbone
(ocHOBHI TpaHchopMep-IIapH ), JOHABYAETHCSA JIUIIE «TOJ0Bay Kiacudikaropa; 3) exp 3
— no_sampler: nonaBuaHHs 0e3 ceMIuiepa KiaciB, TOOTO Mojeidb OaduTh JaHi 3

MPUPOJHUM JucOamaHCcOM. Xoya apxXiTeKTypa MOJell 3ajullaiacs HEe3MIHHOK, Pi3Hi
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KOH(irypallii HaBYaHHS MPUBEIU 0 (JOPMYyBaHHS PI3HUX HAOOPIB Bar, 110 J03BOJIUIO
MOPIBHATHU SIKICTh OTPUMAHUX €K3EMIUISIPIB MOJIETII.

Ha pucynkax 3.3-3.6 npencrasieno rpagiku BTpat L0SS Ta Tounocti Accuracy st
HaBYAIOYUX 1 BaTJAIIMHUX JAHUX, OTPUMAaHI 3a €MOXaMH I Yac JOCHIDKEHHS TPhOX
BapiaHTiB KOH]iryparliii rinepnapametpis moaeni ViT.
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Pucynok 3.3 — 3HaueHHs BTpaT Ha HABYAIOUHX JaHUX
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Pucynok 3.4 — 3HaueHHs BTpaT Ha BAIAINHUX JaHUX
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Pucynox 3.5 — 3nauennst ACCUracy Ha HaBYaIOUUX JTaHUX
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Pucynox 3.6 — 3nauennst ACCuracy Ha BajigamiiHuX JTaHUX

OuiHIOBaHHS AKOCTI OTpuMaHuX KoHbirypauid mozem ViT 3giiicHioBanocs Ha
OCHOB1 CYKYIHOCTI TOKa3HHKIB, IO XapaKTepU3YIOTh €(DEKTUBHICTh HABUAHHSA Ta
3IaTHICTh MOJIEINI JI0 y3arajibHEHHs: loss, accuracy, a Takoxx MeTpuk Precision, Recall Ta
Fl-score y macro-Bapianti mis Train/Validation/Test data. BubGip macro-merpuk

3YMOBJICHUH HasIBHICTIO 3HAYHOTO JUCOaIaHCy MIXK KJIacaMU y BUXITHOMY JaTaceTi.
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VY Tabmuni 3.6 mokazaHo pe3yibTaTh OIiHKK Mozeli VIT 3a 3HaueHHIMH (YHKIIIT
BTpar LOSS Ta TouHOCTI Accuracy, OTpUMaHUMH Ha HaBYAIOU1d, BaJliAalliifHii Ta TECTOBIM
BUOIpKax A7l TPhOX €KCIIEPUMEHTIB MiA00PY rineprnapaMeTpiB. 3HAUYESHHS MaKpO METPUK

Precision, Recall, F1-score naBeaeno y tadnuii 3.7.

Tabnuus 3.6 — 3nauenns L0SS Ta Accuracy juist TpbOX €KCIIEPUMEHTIB

Train Validation Test
ExcriepumenT
Loss Accuracy | Loss  Accuracy Loss  Accuracy
Expl 0,012 0,958 0,104 0,950 0,041 0,954
Exp2 0,015 0,949 0,220 0,948 0,074 0,935
Exp3 0,089 0,895 0,184 0,890 0,127 0,873

Tabmuus 3.7 — 3nauenns Precision, Recall, Fl-score (macro) mms Tprox

€KCIIEPUMEHTIB
Metpuku
Excriepument |  Bubipka Precision Recall F1-score
(macro) (macro) (macro)
Train 0,967 0,960 0,963
Expl Validation 0,938 0,933 0,935
Test 0,940 0,931 0,933
Train 0,940 0,935 0,937
Exp2 Validation 0,924 0,920 0,921
Test 0,905 0,897 0,900
Train 0,912 0,903 0,907
Exp3 Validation 0,886 0,879 0,882
Test 0,868 0,860 0,864
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[IpoBenenuit aHami3 TprOX BapiaHTIB KOHGIrypariii rineprnapamerpiB mojem ViT
(exp_1, exp_2 Ta exp_ 3) mokaszaB CyTT€BI BIAMIHHOCTI Y SIKOCTI Ki1acudikarri.

VY ekcrnepumenti exp_1l (default) BapianT koudirypamii rimepmapamerpi
JIEMOHCTpY€E HalKkpally 30aJaHCOBAHICTh MDK IIBHJKICTIO 301KHOCTI Ta SKICTHO
y3araipHeHHs: train_loss mBuako 3MmeHmyetsess g0 ~0,01; val loss crabinbHO
3HUKYEThCS, 0€3 p13kuX cTpuOKiB. Llei BapiaHT MpoaeMOHCTPYBaB HaltMEHIII 3HAYEHHS
Train Loss ta Test Loss: 0,012 ta 0,041 BiamoBigHO, 0 CYIPOBOIKYBAIOCT HAWBUIITUMH
MOKa3HUKaMH TOYHOCTI Accuracy Ha TectoBux ganux 0,954. Bucoka y3romkeHicTh MK
Train Accuracy =0,958 ta Test Accuracy =0,954 cBimuuTh PO BiJICYTHICTH KPUTUIHOTO
NepeHaBYaHHsI MOJIEJl Ta BHUCOKY SIKICTh PENpe3eHTallld, aAanTOBaHUX IO HOBOTO
nomeHy. JlomatkoBo macro-mMeTpuku Ha piBHI Train/Validation/Test migTBepauiu
edexTuBHICT, naHoi koHiryparii (FI1-score: 0,963, 0,935, 0,933 BiamoBiaHO), IO
BKa3ye Ha 30aJIaHCOBaHY 3aTHICTh MOJIEJIi TPaBUJILHO PO3Mi3HABATHU SIK 0araToOuMCelNbHi,
Tak 1 MajouyucenbHl kiacu. Came 0a30BUI PeKUM HABYAHHS BUSBUBCS ONTUMAJIbHUM:
MOJIeJ b BUIBHO aJamnTy€ BCI IMapH, WO JIO3BOJISIE MAaKCUMAIbHO €(EKTHBHO
MiJJIAITyBaTUCS Mi cenudiky gaTacery.

VY excnepumenti exp_2 (freeze_backbone), y sikomy Oyiio 3aMOpOKEHO OCHOBHI
mapu ViT 1 JOHaBUanucs JMIIE MapaMeTpu Kiacu(ikauiifHOi TOJOBH, Pe3yJbTaTd
ouikyBaHo Tipiii 3a default: train _loss mamae mBumko, ayne e oomexeHuit eexr, 00
backbone He onoBmOeThCs; val loss Mae 3HayHO OUTBLIY BapiaTHBHICTH (MICTUTH
«TOMJATKKU»), 110 O3HAYa€ HEJAOCTATHIO aJanTUBHICTh Mojeli; val accuracy pocrte, ane
synuHseThCs Oam3bko 0,948; train_accuracy csrae 3naudeHb 0,949, 1mo HUXKYE HIK Y
default. TlpuunHa — Momenh HaMaraeThCsi KOMIICHCYBaTH (ikcoBaHy TpaHchopmep-
YaCTUHY, aJie I[bOTO HEJIOCTATHRO JIJIsl TOBHOT a/IaNTaIlii 10 HOBOTO J1aTaceTy.

Croctepiranocst 3pocrants Train Loss ta Test L0SS Ta 3HM)KEHHS TOYHOCTI Ha
tectroBux nanux 1m0 0,935. Xouwa ysromxkenicte Train-Test 3amuinanacs BiJHOCHO
NPUIHATHOIO, 3HAaYHE 30UThIeHHS loss Ha TecTOBi BHOIpIIl BKa3ye€ Ha 3HIDKCHY
3MQTHICTb MOJENI JI0 Yy3arajlbHEHHS, 1[0 € HaCIIAKOM HEJAOCTaTHhOI ajanTarlii

TpaHc(opMEepHUX Bar J0 MiJILOBOI 00J1acTl JaHUX. Macro-MeTpUKH TaKoX MiATBEPIUIN
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cuan skocti (F1-score: 0,937 mia Train, 0,900 mns Validation, 0,907 mis Test), mo
CBIYUTH MIPO MOTIpIIEHHS KiIacu(ikallii KJIaciB 13 MEHIIOO MPEICTAaBICHICTIO.

Excriepument exp_3 (no_sampler), y skomy Mojeinb HaBdaiacs 03 KOpEKIIii
nucOanancy KiaciB, MOKa3aB HaAWTIpINI pe3ysbTaTh cepel yciX KoHdirypami. Y
eKCIIEPUMEHTI HaB4YaHHA Oe3 30aJaHCOBAHOTO CeMIUIepa MPU3BOIUTH IO TOTO, IO
MOJIeIb 0auuTh KJjacu 3 pi3HOI0 YacToTor. Yepe3 aucOananc: train loss craptye 3i
3HAYHO BHILMX 3Ha4€Hb; val loss 3MeHIIyeThCs, aje MOBUIbHILIE B TOPIBHSAHHI 3 BOMA
IHIIUMHA MofensiMu; val accuracy MiIBUIIY€TbCS IUIaBHO, aje nocsarae juiie 0,890, a
train_accuracy — 0,895, mo € HaHHWKYUM PE3yJIbTaTOM CEpel YCiX EKCIICPUMEHTIB.
Mogens MOiAIAITOBYEThCS TEPEBAKHO TI1JI OaraTOYMCENIbHI KJacu, TOMY SKICTh
MIPOTHO3YBAHHS HA MEHII MPEICTABIICHUX KjlacaxX MOT1pUIy€eThCs.

3HaveHHs train accuracy Ta test accuracy craHoBuiau BianosigHo 0,895 ta 0,873,
1110, pa30M 13 BUCOKMMHM 3Ha4€HHIMHU train loss Ta test loss, Bka3ye Ha sik 3arajibHy HUKIY
SKICTh HaBYaHHS, TaK 1 3MEHIICHHS MOXJIMBOCTEH MOENII J0 y3arajlbHeHHs. Macro-
MeTpukH ictotHO 3HM3mMIucs (F1-score: 0,907 mna Train, 0,882 nns Validation, 0,864 mis
Test), 1110 MATBEPIKYE CUCTEMATUYHY yHEPEIKEHICTh. Lle miakpecatoe KpUTUYHY PoJib
MeToaIB OanaHcyBaHHA mpu poOoti 3 ViT y 3amauax kiacudikaiii, ocOOJIMBO MpHU
oOMeXXeH1M KUTbKOCTI JJaHUX.

OTpumaHni pe3yibTaTH JO3BOJISIIOTH 3pOOUTH JEKiJIbKa BaXKJIMBUX BUCHOBKIB. [1o-
nepiie, MOBHE JOHABYaHHS O€3 3aMOpOXKyBaHHs MIapiB 3abe3nedye HanOUIbIILy
THYYKICTh Ta aJallTUBHICTh MOJIEJII 10 HOBOTO JIOMEHY, III0 MPU3BOINUTH 10 HAWKPAIITUX
MOKA3HUKIB SIKOCTI Ta MiHIMAIBHOI PI3HUII MiXK train Ta test mpoaykTuBHicTIO. [To-1pyTe,
3aMOpPOKYBaHHSI TpaHC(OPMEPHUX IIApIB MOXE MPU3BOAUTH [0 HemoadamnTarlii, ILI0
MOTIPIIYE AKICTh Kiacu@ikallii, HaBiTh 32 BACOKOI TOYHOCTI Ha TpeHyBaHi#i BuOipiii. [1o-
TpETE, BIACYTHICTh MEXaHI3MIB KOPEKIIi JucOalaHCy JaHWUX ICTOTHO MOTIPIIYE SKICTh
pO3Ii3HaBaHHS KJIACIB Ta MPU3BOJAUTH O CUCTEMATHYHOI'O 3HM)KEHHS MAacro-MeTpHK.
TakuM 4MHOM, ONTUMAJIBFHUM HIAX0A0M A0 qoHaBuaHHA ViT y mocmipkeHOMY creHapii
€ BUKOPHUCTaHHA MOBHOTO fine-tuning y nmoeHanH1 3 MeToAaMu OajlaHCyBaHHSI BUOIPKHU.

[ls xoHdiryparis 3abe3nedye HaWKpally y3arajbHIOIOUY 3JaTHICTh MOJEIl Ta
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MaKCHMaJIbHY PIBHOMIPHICTh KJlacudikarlli KjaciB pi3HOI YaCTOTHOCTI, 110 € KPUTHIHO
BOKJIMBUM y peaTbHUX 3aCTOCYBAHHAX Y cdepl po3mi3HaBaHHS POCIIHH.

3a pesynapTaTaMu TOPIBHSHHS TPHhOX EKCIEPHUMEHTIB HAWKpaIOK BHUSBHIACH
KoH(pirypamis rineprnapamerpiB exp 1 (default), sxa npoaemoHcTpyBana HaWBHIILY
CTaOlIBHICTh HaBYAHHS Ta MAaKCUMaJbHY TOYHICTH IiJl Yac JOHaBYaHHA Mojeni. OTxe,
JUIS. TIOJAJIBIIIONO0 BHUKOPHMCTaHHSA HaWkpamuMm BuOopoM € default-kondiryparis, a
freeze backbone Moxe 3acTocoByBaTHUCS JMIIIE 32 YMOB OOMEXKEHHUX PECYPCIB a00 KOJIU
noTpiOHE MIBUAKE JOHABYAHHS 0€3 MOBHOIO TPEHYBaHHSI.

HopwmaiizoBana Confusion matrix mjist TeCTOBHX JaHUX TOKa3ye Maibke i7eabHy
JlaroHajidb, M0 CBIAYWATH MPO MIHIMYM IOMMJIOK IIijJf Yac J1arHOCTyBaHHsS XBOPOO
(puc. 3.7). Hopmamizamist Oyia mpoBefeHa Jyuisi OUTbI 1HPOPMATHUBHOI OIIHKH SIKOCTI
kiacudikamii HaboOpy MaHMX, IO MICTUTh BEIUKY KUIBKICTh KiaciB (88), ski €
He30alaHCOBaHMMH. BoHa JI€MOHCTpy€ BIJCOTKOBI CHIBBIJHOIICHHS MPAaBUIBHUX 1

MOMMWJIKOBUX MPOTHO31B 0€3 MPUB’ I3KH /10 KIJIBKOCTI 3pa3KiB Y KOKHOMY KJIaci.

- 1.0

- 0.8

0.6

0.4

0.2

0.0

Pucynok 3.7 — HopmaiizoBana Confusion matrix Ha T€CTOBUX JJaHUX
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XBOpoOM pOCHHMH, SAKI IIOKa3aJld HAWHWKYY TOYHICTh, IPEJACTABICHO Y
tabnwui 3.8. [lonpu 1ie, HaBITH HAWHIDKYI METPUKH 3TAINAIOTHCS B Mexkax 0,83-0,90, o
€ BHCOKHM TIOKa3HWKOM s 88 kiaciB. baraTouncenbHi Kiacu MoAelb 00poOIisie
BiAMiHHO (Tabs. 3.9). OawH 13 MNOpUKIAAIB BHUCOKOI TOYHOCTI KJacuQikalrli:

Grape_black_rot (2278 TtectoBux 3paskiB): Precision: 0,98, Recall: 0,98, F1: 0,99.

Tabmums 3.8 — [IpoGieMHi Kacu 31 3HIKEHOI TOYHICTIO Ha TECTOBHX JaHUX

Knac Precision | Recall [TpumiTku

_ _ CXO0XICTh 3 1HIIUMH XBOPOOaMH
Cassava__bacterial_blight 0,84 0,92 o
i€l KyJIbTYpH

Mopenp  yacto  IuIyTae - 3i

Cassava__healthy 0,97 0,79
c1a0KUMH 03HaKaMU XBOPOO
VYcknagHeHHS Yepe3 HeOAHOPIIHI
Rice leaf blast 0,90 0,83 P P
MaTEePHU TUISIM
_ Jlesiki  XBOopoOM MaroTh JIETKI
Rice__healthy 0,90 0,96
TIPOSIBU
[ToMuiKy nepeBa)xKHo y precision
Apple__rust 0,87 0,92

4yepe3 CXOXKICTh 3a0apBICHHS

Taomung 3.9 — bararouncenpH1 KJ1acy 3 BUCOKOIO TOYHICTIO Ha TECTOBUX JTaHUX

Krac KinekicTs | Accuracy | Accuracy | Accuracy
3pa3KiB exp_1 exp_2 exp_3
Grape__black_rot 2278 0,99 0,99 0,98
Soybean__healthy 1200 0,99 0,98 0,98
Tomato__ yellow_leaf curl_virus 643 0,98 0,97 0,97
Corn__healthy 233 0,99 0,98 0,98
Soybean__caterpillar 662 0,98 0,97 0,96
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Takum 4MHOM, OTpUMaH1 pe3yJIbTaTH CBII4YaTh, 110 MoJielb exp 1 (default): 1) mae
BHCOKHUH PiBEHb y3araJlbHEHHs Ta MpaIioe CTablIbHO HA JAHUX, SIKUX He Oauunia MmiJl 9ac
HaBYaHHS; 2) IEMOHCTPY€E BUCOKY TOUHICTh (<95%) mpu BenMKiil KITBKOCTI KJIAciB — 1€
TUIOBUI piBeHb state-Of-the-art momeneit ViT mms 3amad  ClIbCHKOrOCIIOAapCHKOT
JarHOCTUKY; 3) BUSBIISAE CKIIAHI XBOPOOU HABITh ITPH HASIBHOCTI BI3yaIbHUX MIEPEIIIKOT
(rurstmu, 1myM, ocBiTiieHHs). [lae HalOUIbIY CTaOUIBHICTh Ccepell YCiX eKCIEePUMEHTIB:
MIHIMAJIbHI KOJIUBaHHS (DYHKIII BTpaT, BIJACYTHICTh IE€pEHABYaHHs, 30ajJaHCOBaHI
METPHUKH ISl MAJIOYHCENIbHUX KJIACiB Ta KJIACIB 3 BEJIMKOIO KIJIBKICTIO 3pa3kiB. Came Len
Bapiant fine-tuned wmomem VIiT-Tiny-Patchl6-224 oOpano s iHTerpamii B

1H(pOpMaIlIiiHy CHCTEMY U1l 1IarHOCTUKU XBOPOO POCIIHH.

BucHoBku 10 po3aiay 3

Y TpeThOoMy pO3AiNI ONMHUCAHO JOHABYAHHS Ta OIIHKY SKOCTI PI3HMX BapiaHTIB
koHbiryparmii momemi VIT s 3amadi BUSABICHHS XBOPOO CLIBCHKOTOCIIOAAPCHKHUX
KYJbTYp 3a 300pakeHHs MU JIUCTS. Ha erami migroToBKU AaHUX Ta OOUYMCIIOBAILHOTO
cepeoBuIna chopMOBaHO BiATBOPIOBaHY iHGpAacTpyKTypy Ha ocHoBi Python, PyTorch
ta 0i10mioTex HuggingFace Transformers, timm, Torchvision, scikit-learn. 3a6e3neucHo
MPENPOIICCUHT 300paxeHb (pecai3 1o 224224, nopmamizaris 10 cratuctuk ImageNet,
¢dopmyBanHs OaruiB). BuOip momepenHbo HaBueHoi moxeni ViT-tiny-patchl6-224 3
natyamu 16x16 1 3amiHa kiacudikaiiiHoi ToJIOBU Ha 88 BUXO/IIB TO3BOIMIA €(PEKTUBHO
MEepPeHECTH 3HAHHS, OTpUMaHi Ha Benukomy Habopi ImageNet, y mpeameTHy ob6macTh
JI1arHOCTUKH XBOPOO POCIIHH.

3niiiCHEHO aHaji3 Ta OOTPYHTOBAHO BUOIp CTpaTeTii JoHABYaHHS TpaHCHOpMeEpiB
30py. PosrmsayTo Tpu migxoau o fine-tuning: mosue 3amoposxyBanus moaedi (freeze),
JaCcTKOBE JOHaBYaHHs BepxHix OJokiB (partial fine-tuning) ta moBHe JOoHABYAaHHS BCIX
mrapiB (full fine-tuning). ITokazano, mo mns 3amadi knacudikamii XBOpoO poCIUH
Halkpamuii 0ajaHc MiX TOYHICTIO, CTIMKICTIO O TEpeHaBYaHHS Ta BHUMOTaMU IO

pecypciB 3a0e3neuye 4acTKoBe a00 00epeHe MOBHE JIOHABYAHHS 3 MaJUM 3HAYEHHSIM
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IIBUJIKOCTI HaBYaHHSA sl OekOoHy. JIJIsl HalalTyBaHHS TileprapaMmeTpiB 3aCTOCOBAHO
metoa Random Search, 1o 103BoMII0 3BY3HTH MPOCTIp MOMIYKY Ta MiAiOpaTH 3HAUYCHHS
learning rate, weight decay, dropout, KiJbKOCTI PO3MOPOKEHHUX IIapiB i warmup, ski
3a0€e31euyIoTh CTaOIbHE 3MEHIIICHHS (PYHKITIT BTpAT 1 3pOCTaHHS TOYHOCTI.

Meroanka eKCIEpUMEHTATBHOTO TOCTIPKCHHS BIUTUBY CTpAaTETii JOHABUAHHS Ta
rinepnapaMeTpiB Ha AKICTh Kiacudikallii BKItodaaa Tpu KoHDIrypariii, o BiApi3HIUCS
MIMOMHOIO 3aMOPOKYBaHHSI O€KOOHY, BEIMYMHOIO IIBUAKOCTI HABYAHHS JJISI HHOTO Ta
BUKOPUCTAaHHAM a00 BIJCYTHICTIO BaroBOro ceMmiuiepa sl OaJlaHCyBaHHS KiaciB. Y
mpolieci OIIHIOBAHHS SIKOCTI MOJIEle BUKOPUCTOBYBAIMCS MaKpO-OpPIEHTOBAHI
kiacudikamiiai metpuku (macro Precision, macro Recall, macro Fl1-score), 1o
3a0e3MneuyoTh 30a1aHCOBaHy OLIHKY MPOJIYKTUBHOCTI MOJIEI1 B yMOBaX 0araTokJiacoBoi
Ta MOTEHIIMHO nucOaTaHCHOT BUOIPKH.

AHani3 OTpUMaHUX Pe3yJbTaTiB MOKa3aB, 110 KOH(Irypaiis rinepnapameTpis i3
KOPOTKHM 3aMOpOKyBaHHsSM OekOOHy, MajluM 3Ha4YeHHsM learning rate s Hporo ta
BUKOPHCTAHHSM BaroBOTO CEMIUIEpa MPOJEMOHCTPYBaJla HaWKpaIuii KOMIPOMIC MiX
TOYHICTIO, CTIUKICTIO i OOYMCITIOBATbHUMH BUTPATAMU: TPEHYBaJIbHA BTpaTa MOHOTOHHO
npsMy€e 0 MaJIUX 3Ha4YeHb, BajijalliiiHa BTpaTa CTaOLIbHO 3MEHIIYETHCS 0€3 PI3KUX
CTpHUOKIB, a 3araJibHa TOYHICTh Ha TECTOBUX JaHuX Jocsrae 0,95 1 nepeBuiilye pe3yabTaTu
IHIIUX ~ eKCIepuMeHTiB. JloHaBYeHa MoOJenb camMe 3 1€  KOHQIrypari€erw
rarneprapaMeTpiB oOpaHa sik 6a30Ba JIJIs MOAANbILOI IHTEerpallii B iIHpopMaliiHy cCUCTEMY
BUSIBJIICHHS] XBOPOO CLIILCHKOTOCTIOIAPCHKUX POCIHUH.

Takum 4MHOM 3aPONIOHOBaHA METOIMKA JOHaBYaHHS Mozeai VIT Ha TOMEeHHOMY
naTaceTi 3 88 kjacaMu XBOpOO 1 CTaHIB POCIIMH 3a0e3Ieuy€e pIBeHb SIKOCTI, CITIBCTABHUI
13 cygacaumu State-of-the-art pimenHsMu 11 arpapHoro cektopy. OTpuMaHi pe3ynbTaTH
HiATBEPKYIOTh, 110 BUKOPUCTaHHS apxitekrypu Vision Transformer y moemHanHi 3
KOPEKTHOIO MiATOTOBKOIO JaHWX Ta ONTHUMI3alI€r0 TireprnapaMeTpiB 3a0e3meuye BUCOKY
TOYHICTh aBTOMATHU30BaHO! JIarHOCTUKH XBOpoO pocimH (moHan 95-98%) ta mae

3HAYHUU HOTCHHiaJI AJI IPAKTUYHOTI'O BIIPOBAIKCHHSA Y CHUCTCMU aFPOMOHiTOPI/IHI‘y.
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4 PO3POBKA TA TIPOT'PAMHA PEAJIIBAIIISI IH®OPMAIIMHOI
CUCTEMMU JIATHOCTHUKHU XBOPOB CLJIbCbKOT OCIIOJJAPCBKHX
KYJbTYP

4.1 Moper0BaHHA TAa NPOEKTYBaHHA iHGopManiliHOI cucTeMH

Ha eranmi wmoxemoBaHHS 1H(OpMAIiHOI CHCTEMH BHSBJIEHHS XBOpOO
CUTBCHKOTOCIIOJATCHKUX POCIUH 0YyJI0 cpOPMOBAHO OCHOBHI CIIEHAP1i BUKOPUCTAHHS Ta
OIKCAHO JIOTIKY B3a€MOJI1i KOPUCTyBaya 3 CUCTEMO0. Lle 103BOIMIIO YITKO BU3HAYUTH
(yHKL10HAJIBHI BUMOTH JI0 HEl Ta CTPYKTYPYBATH ii BHYTPILIHI IPOLIECH.

[ndopmariiitna cuctema opieHTOBaHa Ha (pepMepiB Ta arpoOHOMIB, SIKI XOUYTh
ONEpaTUBHO IMEPEBIPUTH CTaH 3A0pPOB’S pociauHu 3a Qororpadiero. Kopucrysau
B3a€EMOJIi€ 13 CHUCTeMOl 4yepe3 rpadiunuii iHTepdeiic BeO3aCTOCYHKY: 3aBaHTaXye
300paKE€HHSI POCIIMHY, 3aIyCKa€ aHaMi3, a Y BIJIMOBIIb OTPUMYE PE3YJIbTaT I1arHOCTHKH,
1H(pOpMaIllI0 PO POCIAMHY Ta OMNUC BUSBIEHOI XBOPOOM 3 PEKOMEHIALISIMU IIOAO il
JIKyBaHHS Ta npoduiaktuku. ns gopmanizaiii B3aeMoAll KOpUCTyBaya 3 CUCTEMOIO
po3po0bJIIeHo aiarpamy nperneacHTiB (puc. 4.1).

VYci mpeueneHTH MOKHA MOAUIMTH Ha JIBI Tpymu: Ti, IO 1HIIIIOKOTHCA
KOpHCTyBaueM (IHTEpaKTHBHI), Ta Ti, IO BHKOHYIOThCA CHCTEMOIO aBTOMATHYHO
(oOumncroBaiIbHI CUCTeMHI Tiamporiecu). Lle migkpecitoe aTBOHOMHICTH OEKEHAY Ta
MiHIMaJbHE HABaHTAXCHHS Ha KOpPHUCTyBada. B3aemofis KopucTyBaua 3 CHCTEMOIO
nepeadavyae ONrucani HUKYE OCHOBHI CIIEHAP1i BUKOPUCTAHHS.

Use case 1: 3aBanTaxkeHHs 300paxeHHs aucTs pociauau. Kopucrysau (pepmep uu
arpoHOM) BiJIkpuBae iHTepderc Be03aCTOCYHKY Ta 3aBaHTAXY€ 300pa)KEHHS POCIMHU
(HampuKIIam, JIMCTKA KYyKypyA3u, KapTorwl, pucy uu mmeHuill). Cucrema mepesipsie
KOpEKTHICTh ¢aiy (hopmar, po3mip, HassBHICTb 300pa’keHHS ), TICIIS 4OTo nepesae (aiin
Ha cepBep. Y BHINAAKYy HEIOMyCTUMOTO ¢opMary CHUCTEMa BHIA€ BiIMOBIIHE

[MOB1IOMJICHHS.
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Use case 2: momepeans oO0poOka 300paxeHHs. CucreMa BUKOHYE TOIEPEIHIO
00poOKy (MacmTabyBaHHS, HOPMAJII3AIliI0 TOIIO) Ta TEpeaae 300paKCHHS Y MOJETh
Vision Transformer. YV Bunaaky momMmiku o0OpoOK# KOPUCTYBa4d OTPUMYE OB TOMIICHHSI

PO MOMUJIKY 3 PEKOMEHAAIIIEID TOBTOPUTH CIIPOOY.

3aBaHTaXKWTH
306paxeHHA

MNonepegHs o6pobKa
306paXeHHA

LiarHocTuKa
xsopobwu (ViT)

36epeeHHsA
pesynbTaTis (ViT)

Mepernag pesynetaTis
AiarHoCcTUKHK

Ddepmep \‘

dopmyBaHHA onucy
XxBopobun Ta pekomeHaauIn

OTpUMAHHA pEKOMEHAALLIH
no NikyBaHHIO

Pucynox 4.1 — Jliarpama npeneienTiB iHpOpMaIiifHOI CHCTEMU BUSIBJICHHS

XBOPOO CUTbCHKOT'OCTIOIAPCHKUX POCIUH

Use case 3: miarHoctuka xBopoou. Mogens ViT Bukonye iHdepeHe — kinacudikye
CTaH POCJIMHH Ta MOBEPTA€ B CHUCTEMY MPOTHO3: «POCIWHA 3A0pOBa» ab0 «BUSBICHO
XBOpOOY» 3 3a3HAYCHHSIM THITY (HAmpuKiIal, ipxka, ¢hiTodhTopo3, TUISIMUCTICTD JIUCTS).
OTpuMaHuii pe3ynbTaT cuUCTeMa Tiepefac Ha 30epekeHHs. Y BUMAAKY TOMUIKH
kinacudikaiii KOPUCTyBad OTPUMY€E MOBIIOMJIEHHSA IMPO MOMHIKY 3 PEKOMEHJALIEI0

MOBTOPUTH CIIPOOY.
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Use case 4: 30epexxeHHs pe3ynbTariB giarHoctuku. Cucrema popmye JSON 06’ ekt
3 pe3yibTaTamu, J0jJa€ MeTanaHi (dyac oOpoOkwm, imeHTH(IKaTOp, piBEHb OBIpH) Ta
30epirae pe3yiabTaTH I1arHOCTUKH PO CTaH POCIWHHU.

Use case 5: popmyBaHHs omnucy XBOpoOu Ta pekomeHauin. CucreMa oTpumye
kiac xBopoou 3 JSON, micyst 4oro BUKOHYE 3anmuT 10 6a3u 3HaHb PostgreSQL. Ha ocHoBi
OTPUMAaHOTO OIKCY CUMIITOMIB Ta peKOMEHAAIlI! 3 MPO(UIAKTUKH 1 JTIKYBaHHS BUSBIICHOI
XBOpoOu cuctemMa (popMye CTPYKTYpOBaHUHM TEKCT Ta Mepeiae Horo y Be03aCTOCYHOK.

Use case 6. mepermsam pe3yibTaTiB MiarHOCTUKH. Ha OCHOBI OTpHUMaHOTO
pe3ynbpTaTy cucremMa (opmye BIANOBiJb, SKa BIAOOpPaXKAE€TbCS KOPUCTYBAYEBI:
1H(popMarlis mpo BUSABIEHY XBOPOOY (BIACOTOK MMOBIPHOCTI) YH il BIACYTHICTh, BUX1JHE
300paKeHHH.

Use case 7: oTpuMaHHS peKOMEH/AIlli 1o JIIKyBaHHIO Ta mpoduiakTuil. Y pasi
JIarHOCTYBaHHS 3aXBOPIOBAHHS KOPHUCTYBa4 Ma€ MOKJIMBICTh JA€TabHIIIE IEPETIISTHY TH
1H(DOopMaIrio nMpo pocivHy Ta BUSBIEHE 3axBoproBaHHs. CrcTema BijoOpakae KOPOTKUMN
OMKC KYJIbTYpPH, OCHOBHI O3HAaKW XBOPOOM, MOKJIMBI HACHIAKU JJISl BPOXKAKO, a TAKOXK
NepeliK peKOMEHJA0BAHUX 3aXO/AIB JIKyBaHHA Ta NPOPUIAKTUKU. Y pasi, AKIIO0 MOJAEIb
BHU3HAYa€, MO0 POCIMHA mepedyBae y 370pOBOMY CTaHI, CHUCTEMa TMOBIAOMIISIE TPO
BIJICYTHICTh O3HaK XBOpOO 1 MOXE HaJaTW 3arajbHi peKoMeHaalii 3 NpoUIaKTUKU
(MpaBUJIbHUI MTOJIKB, CIBO3MIHA, MOHITOPUHT CUMIITOMIB TOIIIO).

Ha erami mpoekTyBaHHS pO3pOOJICHO JiarpamMy CTaHIB Ta MEPEXOJiB CUCTEMHU
JTIarHOCTHKH XBOPOO CUIBKOTOCIOAapChKuX KynbTyp (puc. 4.2). iarpama BimoOpaikae
KUTTEBUN UK 00pOOKHM 300pakKeHHSI y CHCTEMi PO3Mi3HAaBaHHS XBOPOO POCIHH: BiJl
MOMEHTY 3aBaHTaXeHHs Qaiily 10 (opMyBaHHS pe3yJbTaTiB AlarHOCTUKHU. BoHa
MOKAa3ye€ TMOCIIIOBHI CTaHU, Yepe3 SKI MPOXOJUTh CUCTeMa (3aBaHTaKCHHS, TIEPEBipKa,
norniepeiHs 006podka, kimacudikaiisi, opMyBaHHS OMUCY), Ta MEPEXOAU MK HUMH, 1110
3aJIeKaTh B pe3ysIbTaTiB 0OPOOKH Ta YMOB (KOPEKTHICTH (paiiily, HasIBHICTh TTOMUJIKH
iH(pepeHcy). [iarpama TakoXX AEMOHCTPYE MOXIIMBICTh MOBEPHEHHS 0 MOYaTKOBOTO
CTaHy y pa3l NMOMWJIKH Ta 3aBEPIICHHS MPOLeCy IMIcis BiAoOpa)keHHsI Pe3yJbTaTiB 1

peKOMeH Al .
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3aBaHTaKeHHA IlepeBipka
300paxeHHA KOpeKTHOCTI daHiTy

Fy

@aH1
KOp eKTHHH

IMonepenna o6pobka
300p a’keHHA

Kaacupikania 306pakeHHA
mozentio ViT

Tax

C MTOMHTKA
inbepency?

Tlepernan pesyasTaTy 30epexeHHA pe3yIbTATY
J1arHOCTHKH JiarHOCTHKH

}

OTpHMaHHA peKoMeHIaliH DopMyBaHHA OIHCY
10 JTiKyBaHHIO XBopoOH Ta pexkoMeHIaliH

Pucynok 4.2 — Jliarpama ctaHiB Ta nepexoiB iHhopMalliiiHoi cucTeMu

Ilin vac MopaentoBaHHA 1H(MOPMALIHOT CHUCTEMH TaKoX OYJIO pO3pOOJICHO
BHCOKOPIBHEBY apXITEKTypy CHUCTEMH, sKa OyJia JeTajli30BaHa Ha eTalll MPOEKTYBaHHS
(puc. 4.3). Jlnsg pob0OTH CUCTEMH JIIaTHOCTHKU XBOPOO CLIBCHKOTOCIIOAAPCHKUX KYJIBTYP
nepea0ayeHo BUKOPUCTAHHS 0a3M JIaHUX Ta CEPBEPHOro CXOBUIIa 300paxeHb. JlaHi Ta

MeTajaHi micis oopooku 36epiratotbest B CYBJL PostgreSQL.
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REST API
(HancunanHA 306paxeHHn
abo wnaxy ao danny)

M= e ~ > Python FastAPI
& o~ cepsic iHpepeHcy
BeGinTeppeinc | | pesynbrar moaeni Vit
(6paysep, GUI) NOBEPHEHH A Knacuoikauii
pe3ynsTaTty AiarHoCTUKKN (xnac xsopobu, /
Ta pexoMenaauin WMOBIPHICTL) //
-
HTTP(S)-3anuTh / P> i S
(3aBanTaxenHsn GoTo, ans ovg:n:g::;znucy PostgreSQL
3aNUT QIarHOCTNKK) i ‘
JANUT QarHocTukw) o, Node.js Gekena __Ta pexomeH aauii 6a3a 3HaHL:

Web-cepsep / APl-winio3 > . pOCNUHMU
+ norika po6orm 3 B[] inopmauis npo - XBopo6u

- . 4 pocReY; XBODOGYT- __| - MeToau nikyBaHHA
\n\lxy\aamm, pommax_/wly/ - NPodiNaKTUKa

3bepexennn /

\\mramm 3o06paxensb

~.

\\

—

~———_y Cepsepne pannose
cxosuule 306paxeHs
(uploads)

Pucynok 4.3 — ApxiTekrypa iHhOpMaIliitHOT CUCTEMH J11arHOCTUKU XBOPOO

TakuMm 4MHOM, BU3HAUEHO OCHOBHI CII€Hapli BUKOPUCTAHHS, CTAaHU Ta MEPEX0au
CUCTEMH, a TAKOX KIIIOUOBI eTanu oOpoOKHu 300pakeHHs Ta (OpMyBaHHS Pe3yJbTaTy.
[ToOynoBaHi larpama mpereeHTIB, JlarpaMa CTaH1B Ta NEPEXOIB 1 apXITEKTypHa cXeMa
JI03BOJISIIOTH HAOYHO BIOOPA3UTH CTPYKTYPY 1 JIOTIKY pOOOTH CHUCTEMH, 1110 CIIPOIIYE ii

MOAANBIINY peasizallilo Ta TECTYBaHHS.
4.2 IncTpyMeHTAJIbHI 32C00U PO3POOKHU

Hns peami3artii iH(bOopMariitHol CUCTEMH JIarHOCTUKHU XBOPOO
CLITLCHKOTOCIIOIAPCHKUX KYJBTYp OYyJI0 po3p0o0sieHO BEO3aCTOCYHOK, IO CKJIAJA€ThCS 3
dbpourtena-yactuan (React), cepeeproro API-tumro3y (Node.js + Express) ta cepsicy
indepency mozeni Vision Transformer, peamizoBanoro ua Python (FastAPI). Buoip
TEXHOJIOT1H OyB MPOAUKTOBAHUN BHUMOTAMH J0 MPOIYKTUBHOCTI, 3pyYHOCT1 PO3POOKH,

KpOCILIaT(hOPMEHHOCTI Ta MPOCTOTH iHTerpamii Mozaeini ViT y Be03acTOCYHOK.
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BukopuctaHo HacTynmHi OCHOBHI MOBHM MpOrpaMmyBaHHS Ta (pPEHMBOpPKU —
JavaScript / Node.js, Python, React ta Vite. JavaScript / Node.js 3acTocoByeThcs JUIs:
crBopennst backend-nuto3y (backend/node/), o6po6ku HTTP-3anutis Bix gponTeHIy,
3aBaHTa)keHH: (aiiniB koprcTtyBadeM (depe3 Multer), nepenaui daitnis s kinacudikarii
y Python-cepgic. [lepeBaru iioro BUKOpHCTaHHS € HACTYITHUMU: MBUAKE peaktuBHe AP,
BeJIMKa KIJIBKICTh 010J110TeK; JIeTKa 1HTerparis 3 GpoHTeH10M 0e3 KOHBepTallii popMartis.

Python 3.10 BuWKOpPHCTOBYeThCS MJsl: 3aBaHTaKEHHs HaBueHoi ViT-momeni;
00poOku 300paxens (Pillow); Bukonanus indepency (PyTorch); peamizamii REST-
eaanointy B FastAPl. IlepeBaru: mpupomHa CYMICHICTH 13 MOJEISIMH MAaITUHHOTO
HABYaHHS; aCUHXPOHHICTh FastAP| — Bucoka mBUAKOIS; MPOCTOTA peai3alli JOriKu
MIJITOTOBKH 300paKeHHS.

®ponTeHs po3pobiieHo 3a momomoroto React Ta 30ipuuka Vite. IlepeBaru:
mutTeBe rapstae oHoBiieHHS (HMR), ontmmizoBana 30ipka, 3py4HICTH CTBOPEHHSI
komronentiB ta Ul-noriku. [lomatkoBo Bukopuctano TaillwindCSS s mBuakoi
cTUII3allli iHTepdeiicy Ta CTBOPEHHS aJallTUBHUX KOMITOHEHTIB.

Ha backend (Node.js) BukoprcTtano HacTyImHi 0610J110T€KH Ta IporpaMHi 3acO0u:

— express — ctBopennst HTTP-poyTis;

— multer — 06poOka 3aBaHTaXeHHs (aitiB 3 GPOHTCHIY;

— axios — B3aemois 3 Python-cepsicom;

— dotenv — koH}iryparris cepeIoBHINA;

— COIS — J03BUI MIDKJIOMCHHHUX 3aITUTIB;

— form-data — popmyBanust multipart-3amuti 10 FastAPI.

11 616;1i0TeKH AO3BOIUIN 3a0e3neUnTH cTablIbHE NpuiiMaHHs GaiiiB, 0e3neyHe
30epexeHHs 300pakeHb, 00MiH ganuMu Mixk Node-ttro3om 1 Python-ingepencom.

Ha Python-cepgici BukopucraHo:

— fastapi — crBopenns REST-cepgicy indepeHncy;

— uvicorn — BebcepBep ASGI-Tury;

— transformers — 3aBantaxxernst Vision Transformer Ta moB’s3aHoi KoOH}Iryparrii;
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— torch — Bukonanus indepency va CPU/GPU;

— pillow — 06po6OKka Ta monepeHs MiAroOTOBKA 300payKeHb;

— python-multipart — miaTpuMKa 3aBaHTaXeHHS (aiiiB.

[le#t cTex TeXHONOTIN M03BOJIE 3aBAHTAXKUTU MOJEIb OAMH pa3 MpU CTapTi
cepBepy, 00pOOJISATH 3alUTH HaA3BUYaiHO MBUAKO (opiBHsHO 3 Flask), 3a0e3neuyBaTu
cTabuIbHy iH(DepeHc-TIaThopMy.

Ha ¢pontenni (React) Bukopucraso:

— Vite — 30ipKa Ipo€eKTY;

— tailwindcss — crwizarnis;

— fetch API — Binmpasnenns daiinie Ha Node API;

— React Hooks (useState) — ynpagininus ctanoMm Gopmu.

@®poHTEH]T BIAMNOBIa€ 3a 3aBAHTAKEHHS  300pPaKEHHS  KOPUCTYBadeM,
BiTIOOpaKeHHS MPEeB’10, HaACWIIaHHS (aitry, Bizyamizarito TOP-K mporHo3sis.

ApximexmypHi npunyunu 6ubopy cmexky OyIH HACTYTTHUMHU:

— po3aiyieHHs Jjoriku Ha Mikpocepsicu: Node.|s — o3 1 podoTH 3 daitiamu,
Python — crieriamizoBanmii cepsic iHpEpeHcy;

— TepeBaru Takoro MiXOAy: JIETKE TOPU30HTAIbHE MacIITa0yBaHHs, HE3aJICKHHIMI
JIETIIION KOXKHO1 YaCTUHHU, MOXJIMBICTh 3aMiHU Mozeni 6e3 3miH frontend-koxy;

— 3pYy4YHICTh JJIsi KopucTyBaua: React 3abe3neuye MBUIAKUN Ta adanTUBHUI
iHTepdeiic, Vite MiHIMI3ye Uac 3aBaHTaXCHHS Ta MIBUIKICTh OHOBJICHHS.

Cmpykmypa npoekmy y WebStorm — cuctema Mae TpHU piBHI:

— Frontend: React + Vite 3actocynok 3 kommnornenTom UploadForm;

— Backend API: Express-cepsep 3i nuisixom /api/upload, sikuii npuiimae aiin,
30epirae Horo y JIOKajlbHy Hanky, nepecusiae y Python-cepgic;

— Python Inference Service: FastAPI 3actocyHok, sikuii 3aBaHTaxye mozenb ViT oaux

pas3, BUKOHYE TperporiecuHr, moBeptae TOP-K mporHosis.

2025 p. Myp3akoii Jlanuino



84

Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

4.3 Peanizanisi cepepnoi yactuam: Node.js APl-muiro3 ta Python FastAPI

cepBic indepeHcy

CepBepHa yacTuHa 1HGOPMAIIMHOT CUCTEMH CKJIAQJA€THCSA 3 JBOX JIOTIYHO
BIJJOKPEMJICHHX, ajie TICHO TTOB’ sI3aHUX KOMMOHEeHTiB: AP|-1utro3y, peanizoBaHoro Ha
maatdopmi Node.js, ta cepsicy indepency Vision Transformer, moOynoBanoro Ha
ocHoBi Python i d¢petimBopky FastAPl. Takuii mominm J03BOJIIE OJHOYACHO
3a0e3neunuT 3pydHicTb podootu 3 HTTP-3anutamu, ctabuibHy 0O0poOKy (aiiiB 1
edexkTrBHE BUKOHAHHS Mozieni ViT, ska moTpedye OKpeMOoro BUCOKOIIPOIyKTUBHOTO
cepeoBHIIA.

Node.js-cepBep BHUKOHYE pPOJb MPOMDKHOI JaHKK Mik (poHTeHmoMm i Python-
CEpBICOM, 130JIIOI0OUM MOJENIb Bl MPSIMOrO JOCTYIy KOPUCTYBauiB Ta 3aXUIIAI04U
iH(epeHC BiJ MOTEHIINHO HEKOpPEeKTHHX 3amuTiB. CepBep iHIIami3yeThes y aiii
server.js, ne HanamrToBytoTbcsi CORS-momituku, JSON-mapcep Ta myOmiKyeThCs
CTaTUYHA JUPEKTOPIs IJIs MEePErisiay 3aBaHTaXKEHUX (haiiiiB.

HaiipaxxnuBimum kommnoHeHTOM Node-yactunu € wmapumpyt /api/upload,
peanizoBanuii y daitni upload.js. Came BiH mnpuitmae multipart-dbopmu 3 React-
KJIII€EHTA, BUKOHY€ Baiijaiito Tumy (ainy Ta 30epirae 300paxeHHs y JOKAJIbHY
nupekTopito uploads. Pobota 13 3aBaHTa)K€HHSMU OpraHizoBaHa 4epe3 0107110TeKy
Multer, sika 103BoJIsiE KOHTpOJOBAaTH (Qopmar Qainy, Horo iM’s Ta OOMEXKEHHS
po3mipy. Ilicns ycnimHoro 3aBanTaxkeHHs: Node-cepBep ¢opmye HOBHUiT multipart-
3anuT 4epe3 010mioreky FormData, momae mo HbOro muwisx 10 300pakeHHS Ha
¢aiinoBiii cuctemi Ta nepeHamnpasiste el 3anut 10 Python-cepsicy 3a gonomMmorozo
HTTP-kmienTa axios.

OtpumaBmu BignoBias Bl FastAPI, Node.js-nuro3 moBeptae kiienty JSON-
CTPYKTYpYy, sIKa MICTUTh SK MeTajaHl 30epexeHoro (Qaitny, Tak 1 mepemnik top-5
nependadeHp 3 iXHIMH WMOBIPHOCTSMHU. Y pa3i MOMWIKK (HEKOPEeKTHMI aiin, 30iif
iH(DepeHcy, MpodiIeMu 3 MEPEKEI0) IIUTI03 MOBEPTAE BIAMOBIIb 13 KojioM 500 Ta TeKCTOM

IMOMUIIKHU, TUM CaAMHUM BUKOHYIOYH POJIb KOHTPOJCpPA cTa01ILHOCTI CUCTEMHU.
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Python-cepBic posrtamoBanuii 'y aupekTopii backend/python 1 mpaitioe sk
He3aJexXHUi Bebcepsic, mo B3aemoxie 3 Node tinmpku uepe3 HTTP. OcHoBuuii ¢aiin
app.py Tia 4Yac CTapTy 3acTOCYHKY 3aBaHTaxye Mozenb Vision Transformer, sxa
30epiraetbes y narii model. I{e nependadae oqHOpa3zoBe 3UUTyBaHHs Bar, KOH(irypaiii
Ta TPEMpOoIecopa, 110 3HAYHO 3MEHIIY€E 3aTPUMKH ITiJT Yac 0OpOOKHU 3alHTiB, OCKIIBKU
MOJIEJIb HE 3aBaHTAXKY€ETHCA 1I0Pa3y MOBTOPHO.

FastAPI nanae ennnoint /predict, sikuil mpuitmae aiin 300paxkeHHst y gopmari
UploadFile. Ilicnst 3aBaHTa)XK€HHS CEpPBIC BHKOHYE TMOCHIAOBHICTH OOOB’SI3KOBUX
NepPEeTBOPEHb, HEOOX1THUX ISl cTa0b1IbHOT poO0TH Vision Transformer: ycyBae moMUIKu
opientauli EXIF, konBeprye 300paxkeHHa y ¢dopmar RGB, BUKOHYe IEHTpOBaHMIA
KBaJIpaTHUN Kpor 1 MacTadye daiin 10 po3mipy 224x224. IIpenponecuHr peaaizoBaHO
BpyuHy 4epe3 PIL, ockinbKky 11€ lae 3MOry rapaHTyBaTH 1ICHTHYHI TapaMeTpu 00poOKu
K y BeOcepBepi, Tak 1 MiJ] 4ac HaBYaHHS MOJENI.

[licns mpenporiecUHTy 300pa)K€HHSI TEPEeNaeThCs Yy TMpolecop Moeni
HuggingFace, ne Bin0OyBaeThcss HOpMaTi3allis Ta mepeTBOpeHHs Ha TeH3op. Moaens ViT
OOYHCITIOE JIOTITH, SIK1 J1ajil MPOXOJATh yepe3 softmax, micis yoro BuOuparoThes top-K
pPEe3yJbTaTIB Pa3oM 13 BIAMOBIAHUMU MITKaMH KJaciB Ta WMOBiIpHOCTSIMH. J[0J1aTKOBO
peagi3oBaHO MEXaHI3M MOpPOroBoi (QiabTpallli, KWW BUAAISE HAATO MAJOWMOBIpHI
nepeadayeHHsl, 10 MMiABHUINYE 1HPOPMATHUBHICTh BIAMOBII JAJIT KOPUCTYBaya. SIKIIO BCl
3HAYEHHS BUABJISIIOTHCS HIXKYMMHU TIOPOTY, CEPBIC MOBEPTA€ X04a O HAaHOLIbII IMOBIPHUI
KJI1ac, 00 3a0e3MeYuTH CTIHKICTh POOOTH.

3aBnsku BukopuctanHio Uvicorn sik ASGI-cepepa FastAPI-cepsic 3natHuii
00po0IATH 0araTOMOTOKOBI TapajieibHl 3alUTH 3 HU3BKOK 3aTPUMKOIO, IO €
KPUTUYHO BaXKJIHMBUM JIJIS BEO3aCTOCYHKY, SIKUW Tpalioe 3 dailaaMu Ta MOJEISIMU
MaIllMHHOTO HaB4YaHHA. Y moegHaHHl 3 Node.js API-nuiro3oM 11e cTBOpIO€ THYUKY,
eekTUBHY Ta O€3MEUHy CepBEpPHY apXiTeKTypy, ne Node.js BiANOBIIAE 3a JIOTIKY
MapuIpyTu3aiii Ta B3aeMOAii 3 KiieHTOM, a Python — 3a BuUCOKOTOYHUI 1H(peEpeHC

Vision Transformer.
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4.4 Peanizanis KiicHTchbKkoi yacTuHH HA React/Vite Ta B3aemonis 3 REST API

KrienTcpka yacTMHa Be03aCTOCYHKY pealli3oBaHa 3a JOMOMOTOI0 (perMBOPKY
React ta 36ipamka Vite, mo 3a0e3MeYmIo MOXKJIHMBICTH CTBOPEHHS IHTEPAKTHBHOTO,
IIBUKOTO Ta JIETKOTO Yy PO3ropTaHH1 iHTepdeiCy A KIHIIEBOTO KopucTyBaya. OCHOBHA
jorika iHTepdeiicy posmimieHa y gupektopii frontend/src, ne KOMIIOHEHTH Ta CTHII
OpraHi3oBaHl TaKMM YHMHOM, 1100 3a0€3MEeYUTH MPOCTOTY MIATPUMKHU Ta PO3IIUPEHHS
(yHKII10HAJIBHOCTI 3aCTOCYHKY.

React 3acTocoByeTbCsS SIK OCHOBHUW I1HCTPYMEHT IMOOYJIOBM KOMIIOHEHTIB, IO
JUHAMIYHO pearyloTh Ha 3MIHM CTaHy. 3aBISKH apXITEKTypl KOMIIOHEHTIB
KOPUCTYBAIbKUI 1HTep(dENC 3alMIIaeThCs CTa0UIbHUM Ta MependadyBaHUM MijJ 4ac
00poOkM (haiisiB, KOMYyHIKallii 3 CEPBEPOM 1 BIIOOPAKEHHS PE3yJIbTATIB J1arHOCTUKHU.
['onoBHuM enemenToM iHTepdeiicy € komnoHeHT UploadForm.jsx, sikuil BignoBigae 3a
BECh MPOIEC B3a€EMOJIi KOPUCTyBaya 3 CHUCTEMOIO: BHOIp 300pakeHHs, MOIepeaHiit
neperisil, HajacuaanHsa (ailily Ha cepBep 1 Bizyalli3allilo pe3yJbTaTiB, OTPUMAHUX BiJl
mozeni Vision Transformer.

[Ticnst Toro siIK KOpUCTyBay oOMpae 300paKe€HHS, KOMIIOHEHT BUKOHYE JIOKAJIbHE
dbopmyBaHHs TonepenHbOro mneperyisiny 3a aornoMororo URL-06’ekTa, 1m0 103BOJISIE
KOPHCTYBauy MUTTEBO IMOOAYUTH CBOE 300paKEHHS 10 HAJICUJIaHHS. YTIPaBIIiHHSI CTAaHOM
peanizoBano yepe3 React Hooks (useState), mo mo3Bosisie 30epiratu iHGoOpMaIio Mpo
daiin, cTaH 3aBaHTAKEHHS, MPEB’I0 Ta OTPUMAaHl BIJICOTKM WMOBIPHOCTEH KOMXHOTO
KJIacy.

[Ipornec HagcutanHs 300pakeHHS BiIOYBaeThes uepe3 cranaaptauil API 6paysepa
fetch, sxuit popmye FormData 1 BianpaBnse POST-3anut Ha Node.js API-nutro3 3a
MapmpyTom /api/upload. Agpeca cepBepa 3amaeTbCs dYepe3 3MIHHY CEpeIOBHINA
VITE API URL, mo 103BoJisIE JErKO MEPEMHUKATH CEPEOBHUIIE MK JIOKAJbHUM Ta
CEepBEPHUM PO3TOpTaHHAM 0€3 3MiH y BuXigHoMy kozi. [Ticis yenimrHoi BianpaBku Node-
cepBep nepecwiae dain 1o Python-cepicy, a orpumani pe3yibratu moBeprae React-

kiieHty y dopmati JSON. Komnonent UploadForm iHTepnperye 1t0 BIiANOBIIb Ta
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30epirae i y BHUIJIAAI JIOKAJIBHOTO CTaHy, IICIs 4Yoro iHTepdeic aBTOMATHYHO
OHOBITIOETHCSI Ta BIIOOpakae KOPUCTyBady Nepea0adeHi KIIacH.

Oco6muBy yBary mpHUAUICHO BimoOpakeHHIO pe3yibTaTiB kimacudikamii. Koxen
eJIEMEHT Nepe0aueHHs] MICTUTh Ha3BYy KJIacy Ta BIJICOTOK MMOBIPHOCTI. Y KOMIIOHEHTI
peamizoBaHa (QYHKIlisS pretty, M0 TMEPETBOPIOE TEXHIYHI MITKH KJIACIiB 13 MOJEIN Yy
yuTabeabHl Ha3BH. Bi3yamizailisi BAKOHYEThCSA 4epe3 aJalTUBHI €IeMEHTH 1HTepdeicy
TailwindCSS, ne WMOBIpHICTP KOXXHOTO JIIarHO3y JIOTIOBHIOETHCS TpadiuHuM
IHAMKATOPOM Yy BUIJIAMI TOPU3OHTAIBHOI cMyru-nporpecy. lle He nuiue miaBuILye
3pYYHICTh CHPUHHATTS pe3yJIbTaTiB, ajie W J03BOJIIE KOPUCTYBauyy IIBUIKO OI[IHUTH
HaNOUIbII IMOBIPHI BapIaHTH.

['on0BHUI KOMITIOHEHT App.JSX OpraHi3oBye€ 3arajibHe O(OPMIICHHS CTOPIHKH,
nomimnaroyu GopMy 3aBaHTAKEHHS J0 CTHII30BAHOI KApTKU 3 BUKOPUCTAHHSM TIHEH,
OKPYIJICHHSI Ta aJallTUBHUX BIACTYIIB. YBECh ()POHTEH]-3aCTOCYHOK CTHIII30BAaHO 3a
nonomororo TailwindCSS, migkmodeHoro depes koHdiryparito Vite. Ile 3abe3neuye
HIBUKY pO3pOOKY iHTEpPeiicy Oe3 HEOOX1THOCTI pyYHOI0 HATMCAHHS BEJIMKO1 KiIJTbKOCTI
CSS-npasw.

@aitn index.html mictute miHiManbHy cTpykTypy HTML-nokymeHnTta 3 enuHum
KoHTeliHepoM div#root, y sikuid React BMoHTOBYE cBii BipTyasibhuii DOM. IlouyaTtkoBe
M1IKITF0UYEHHS KOMITOHEHTIB 3/IIMCHIOETHCS Yepe3 main.jsx, Jie BUKIHKaeThess ReactDOM
JUIsl pEHJEPUHTY 3aCTOCYHKY. Taka MOAYJBHICTH JO3BOJISIE JIETKO MOAU(DiKyBaTH abo
po3umMproBaT (PYHKLIOHATIBHICTh 1HTEpQEicy 0e3 3MiHU JIOTIKM OEKEHAY YH CepBICY
1H(pepeHcy.

[lle opHi€l0O BaXIUBOIO BJIACTUBICTIO KINEHTCHKOI YacTHMHU € 1i IIOBHA
HE3aJIeXKHICTh Bia cepBepa. 3aBmsku BukopuctanHio REST APl dpontenn moxe
MPaIfoBaTh 3 OYIb-IKUM OCKEHIOM, SIKUW TOTPUMYETHCS CTPYKTYpH 3amuTy /api/upload
ta moBeprae BianoBigHUNA JSON-dopmar. Ile mae MOXIUBICTH JIETKO MEPEHOCUTH
3aCTOCYHOK Ha iHIN 1HGPACTPyKTypu abo MiAKIIOYaTH HOBI Bepcii mozaem Vision

Transformer 6e3 HEOOX1THOCTI 3MIHIOBATH KJIIEHTCHKUM KO,
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3aranoM KII€HTCbKa YacTHHA 3a0e3nedye 1HTYITUBHO 3pO3YyMUTYy B3a€EMOJII0 3
CHUCTEMOIO, MPOCTHUH MOCTym A0 (YHKIIT MIarHOCTUKH, aJalTHBHE BiAOOpakKeHHS
pe3yJNbTaTiB Ta MOBHY CYMICHICTb 13 CEpBEPHOIO apXiTeKTypoto. Bukopucranusa React ta
Vite 103BOJIUIIO CTBOPUTH IIBUIKUM, JJIETKUH 1 CydacHUH BeO1HTEpdEiic, IKHil ePeKTUBHO

MMOEIHYETBCA 3 BUCOKOTOYHOIO MOACIIIIIO rTMOMHHOTO HaBYaHHS Ha CTOpOHi CCpBCpa.

4.5 Ilporpamua peaJizaunisi Be03aCTOCYHKY

[Iporpamua peamizaiisi Be0-3aCTOCYHKY JJIS BHUSIBICHHS XBOpPOO PpOCIHH
mo0y/1I0BaHa 3a KJIIEHT-CEPBEPHOIO apXiTeKTyporo. CepBepHa YacTHHA BUKOHYE 0OpOOKY
300paXeHb Ta B3aEMOIIF0 3 MOJICIUTFO MAIITMHHOTO HaBYaHHS, TOIi SIK KJIIEHTChKA YacTHHA
BIJINIOBIJIa€ 3a BiOOpakeHHs 1HTepdeiicy, 3aBaHTaKeHHS 300pa’keHb Ta BUBEACHHS
pEe3yJIbTaTIB J1arHOCTUKH.

Po3poOka BukonyBanacs y cepenonuiiii WebStorm, sike 3a0e3nedye 3pydHy poooTy
3 JavaScript/Node.js-ipoekramu. 3acodu peaizallii CEpBepHOI YaCTUHU BKIIOYAIOTh!

— KpocriatdopMeHHe cepeoBuile BukoHaHHs Node.js Ta ¢ppeitmBopk Express.js:
nutst ctBopenHst APl-tiuro3y Ta REST-mapiipyTis;

— Oi0mioreky Multer: mis npuiiomy daitmi 13 Gopmu (multipart/form-data) Ta
30epeKeHHs 1X y JIOKaIbHY aupekTopito uploads;

— 3B’s13ka 010mioreku g HTTP-3anutiB Axios, BOygoBaHOTO B Opay3ep 00’ €kTa
FormData ta knacy httpClient: myist mepemadi 300pakeHHs 10 cepBicy iHbepeHCY MOJIei;

— Python + FastAPI: enanoinT iHdepeHcy;

— oiomiorekn HuggingFace transformers i Pillow, ¢peiimBopk PyTorch: s
nocTymy a0 moaeneit ViT, iX JoHAaBYaHHS 1 MPENPOIIECHHTY 300paKeHb.

Kon nnst 3amycky cepBepHOi YaCTHMHU MICTUTBCS y (aitm app.js (puc. 4.4). Y daitmi
httpClient.js mictutbcst Mmoaynb mis HT TP-3anuTiB 10 Moaei.

Node.js APIl-muto3: cepBepHUt MapmipyT AJisi 3aBaHTaKEHHS 300paKeHHS Ta
3anuty 10 Mojaeni — (aiin upload.js (mogarox B). Lleit moaynb 06pobasie POST-3anur i3
dbopmu, mpuiiMae 300paKEHHS Ta TMEpPEecUsIae HOro J0 CepBICY MO, 3A1HCHIOIYU
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HaJIaITyBaHHs CXOBHUIIA (aiIiB 1 JOTIKK Ipuitomy 300paxkeHHs (puc. 4.5, puc. 4.6). Tyt
Node.js: npuiimMae aiii, mpokcyroe ioro 10 Python-cepgicy, moBeprae KIIieHTy iHpEpEeHC

Ta TEKCTOBY iH(popMaIlito, siky chopmyBaB 6exena Python.

import express from "express”;
import uploadRouter from "./routes/upload.js”;

const app = express();
app.use(express.static( "public”));
app.use("/upload”, uploadRouter);

app.listen(3ee8, () => {
console.log("Server is running on http://localhost:3888");

T
oK

Pucynox 4.4 — 3amyck cepBepHOi YaCTUHU

(1l

const uploadDir = path.resolve(process.env.UPLOAD_DIR || "uploads");
fs.mkdirSync(uploadDir, { recursive: true });

const storage = multer.diskStorage({

destination: (reg, file, ch) => cb(null, uploadDir),

filename: (reqg, file, cb) => ch(null, Date.now() + path.extname(file.originalname))
B

const upload = multer({ storage, });

Pucynok 4.5 — HanamryBaHHs cxoBHIla (aiiiiiB 1 JOTIKK TPUIOMY 300paKeHHS
Knac FormData() BukopucToByeThCS Uisi (DOPMYBAaHHS 3amuTy, a (QyHKIS

fs.createReadStream() — ayia nepenaui 6inapHoro ¢aiiny. [Iporpamuuii Kox aJis 3amycky

API-1u1t03y HaBe1IeHO Ha PUCYHKY 4.7.
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router.post( path: "/", upload.single("image"), async (reg : Request<P, ResBoedy, RegBody, ReqQuery, LocalsObj> |

res :Response<any, Record<..>> ) : Promise<any> =» {

if ('req.file) return res.status( code: 480).json( body: { error: "No file uploaded" });

const form : FormData = new FormData():

form.append( name: "file", fs.createReadStream(req.file.path), {
filename: req.file.filename,
contentType: req.file.mimetype,

B;

const { data } = await http.post(process.env.PY_SERVICE_URL, form, config: {
headers: form.getHeaders(),
B;

return res.json( body: 1
file: { name: req.file.filename, path: */uploads/${req.file.filename}" }

prediction: data.topk,
plantInfo: data.plantInfo,
diseaseInfo: data.diseaseInfo
};
};

Pucynox 4.6 — OcroBnuit 06pooHuk POST /api/upload

const app = express():

app.use(cors());

app.use(express.json());

(
(
app.use("/uploads”, express.static(staticDir));

(

app.use("/api/upload", uploadRoute);
app.listen(port, () :any|wveid =>

console.log( Node API listening on http://localhost:${port}’)
)=

Pucynok 4.7 — 3anyck APIl-mmo3y

Python FastAPI-cepsic: ingpepenc ma 36epnenns oo 6aszu snans. FastAPl-cepsic
BIJIMOBIZIa€ K 3a 1H(EpPEeHC, Tak 1 3a (OpPMyBaHHS PO3IMMPEHOT BIAMOBIMI IS
KopucTtyBaua. Ha crapTi Be03acCTOCYHKY 3aBaHTaXYIOTbCS MOJEIb 1 MPEmpoIecop

(puc. 4.8).
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MODEL_DIR BASE_DIR / "model”

processor = AutoImageProcessor.from_pretrained(MODEL_DIR, use_fast=False)
model = ViTForImageClassification.from_pretrained(MODEL_DIR)

model.eval()

MODEL_IMG_SIZE = int(getattr(model.config, "image_size", 224))

Pucynok 4.8 — 3aBantaxenns monenm ViT 1 nmpenporecopa

[Tonepennst o6podka 300pakeHHst (EXIF-opienrarnis, RGB, nentpoBanuii kpor,

MacInTaOyBaHHs) peaTi3oBaHo i3 BUKoprcTaHHaM ¢yHkirii prepare_pil_for_model() (puc. 4.9).

def prepare_pil_for_model(file_bytes: bytes) -> Image.Image:

img = Image.open(io.BytesIO(file_bytes))
img = Imagelps.exif_transpose(img)

img = _rgba_to_rgb(img)

img = _center_square_crop(img)

if img.size != (MODEL_IMG_SIZE, MODEL_IMG_SIZE):
img = img.resize((MODEL_IMG_SIZE, MODEL_IMG_SIZE), Image.BILINEAR)
return img

Pucynok 4.9 — @yHk1tis A1 nonepeaHboi 00poOKH 300paKeHHs

®parmeHT 0a3u 3HaHb 1A NPUB’s3KK KiaciB mMoxenai VIT 10 omuciB XBopoO

POCIMH Ta peKOMEH Al 10 JIKyBaHHIO 1 MpodiTakTHIl HaBeneHo Ha pucyHKy 4.10.

DISEASE_KB = {
black_rot": {
"plant": { "name": "BwHorpap (Vitis vinifera)",

"Grape

"disease": {
"name": "Black Rot (4YopHa rHwne BWHOrpagy)",
"symptoms": [...],

"treatment": [...]

}-J

# iHWI kynbTYpu TA 3UXBOPHBUHHSA

1§

Pucynok 4.10 — ba3a 3Hanb 11t mpuB’si3ku KinaciB Mozeni ViT 10 onuciB XBopoo
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OcHoBHuil eHanoiHT /predict BukoHye iHdepeHC, BuOUpae top-K kiacis,

3aCTOCOBYE IMOPOTOBY (PLIBTpAIlifO Ta 3BEPTAETHCS 10 Oa3u 3HaHb (puc. 4.11).

@Papp.post("/predict")

async def predict(file: UploadFile = File(...)):
image_bytes = await file.read()
img = prepare_pil_for_model(image_bytes)

inputs = processor(images=img, return_tensors="pt", do_resize=False)
with torch.no_grad():

probs = torch.softmax(model(**inputs).logits, dim=-1)[0]

topk = torch.topk(probs, k=min(TOP_K, probs.shape[-11))

labels = [model.config.id2label[i.item()] for i in topk.indices]
scores = [float(v.item()) for v in topk.values]
filtered = [
{"label": 1, "score": s}
for 1, s in zip(labels, scores)
if s »>= THRESHOLD
1 or [{"label": labels[0], "score": scores[0]}]

main_label = filtered[8]["label"]
kb_entry = DISEASE_KB.get(main_label, {})
plant_info = kb_entry.get("plant")
disease_info = kb_entry.get("disease")

return {
"topk": filtered,
"plantInfo": plant_info,
"diseaseInfo": disease_info,

Pucynok 4.11 — ®ynkuis predict()

VY daiini script.js peanizoBaHa Jorika 00pOOKH BBEJACHHS Ta BUBEJICHHS PE3yJIbTaTy
Ha CTOPIHKY BE03aCTOCYHKY.

Y mincymky came Python-cepBic mnepeTBoproe 300pakeHHS, OOYHCIIOE
HMOBIPHOCTI KJIACiB, MIATATYE 3 0a3U 3HaHb OMUC POCIMHU Ta XBOPOOH, MOBEPTAE TOTOB1
ctpyktypu plantInfo ta diseaseInfo 1o Node.js, a nam — 10 KiieHTa.

Knientcpka uactuHa peanizoBaHa 13 BukopucranHsm HTML/CSS/IS  nmns
inTepdeticy B3aeMoii 3 KopucTyBadueM Ha OCHOBI JavaScript 0i6mioreku React ra 3acody

30ipku poekTy Vite. Le 3abe3meqnsio mBHIKEe OHOBJICHHS IHTEpJEHCy, MOTYIBLHICTh Ta
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3py4yHy poOOTy 31 cTaHOM BeO3actocyHKy. Crumizamis 3aidcHIOeTbes depe3 CSS-
¢peiimBopk TailwindCSS, mo namo 3mory iHTepakTUBHO (popmyBatu iHTepdeiic 6e3
HajmumkoBux CSS-omumciB.  3actocyBaHHsS MexaHismMy DOM-penaepinry —micist
iH(DepeHcy 3abecnedye JuHaMIYHE OHOBJICHHS BEOCTOPIHKH.

['onmoBHa posib GPOHTEHY — BIAMPABUTH 300payKEHHS Ha OSKEH]T Ta BiOOpa3uTH
iH(dopMairito, chopMOBaHy cepBepOM, HE BUKOHYIOUYH >KOHOT TOAATKOBOI JIOT1KH 1010
XBOpOO yu pocivH. Bes nomenHa iHdopmariist (0nUC KyJbTypH, CAMIOTOMM, JIKyBaHHS,
pexomenpaiii) HaaxoauTs y JSON-Bianosiji.

CtpykTypa KIIEHTCBKOI YaCTHHH IPOEKTY MICTHTh Takl KIIOYOB1 (haiiu:
index.html: 6a3zoBuit HTML-gokymeHT 3 KoHTelHEepoM i1 React; main.jsX: TOUKa BXOLY,
mo MOHTye React-3acrocyHOk; App.jsx (momarok B): KOMIIOHEHT, SIKUil OpraHi3oBYeE
MakKeT CTOpiHKM Ta po3mimeHHs OnokiB; UploadForm.jsx (momarok I'): ¢dopma
3aBaHTaXEHHsI (pailily Ta BIIOOpaXKEHHS Pe3yIbTaTiB Kiacu(iKallii.

Kommnonent UploadForm peainizye BuOGip daiiiny 3 300pakeHHsIM, MONEPEIHiM

neperJisijl, 3aluT Ha CepBEP Ta OTPUMAHHS JaHuX 3 cepBepa (puc. 4.12).

const onSubmit = async (e) :Promise<void> => {

e.preventDefault();

const form : FormData = new FormData():

form.append( name: "image", file):

const resp :Response = await fetch( input: “${API}/api/upload’, init: {
method: "POST",
body: form

};

const data = await resp.json();
setResult(datal;

onResult(data);

Pucynok 4.12 — ®parMeHT JIOT1KHA 3aBaHTaXKEHHS
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KopuctyBau orpumye top-K nependaueHb, a Takox CTpyKTypoBaHi 0yoku plantInfo 1

diseaselnfo, siki cepBep BimiOpaB 13 OCHOBI BHYTPIITHKOI 0a3u 3HaHb (puc. 4.13).

{result?.prediction?.map((p, i) => (
<11 key={il=
{pretty(p.label)} — {(p.score * 100).toFixed(2)}%
ffli}

NY

Pucynok 4.13 — BinoOpaxenns nependavyeHb

KoMmnoneHT App.jsx € OCHOBHUM, OTPUMY€E OBHY BIAMOBI/Ib CEpBEpa Ta PO3MIIILLY€E
Tpu OoKku: iH(popMarlito mpo pociuny (puc. 4.14); popmy 3aBaHTakeHHS; iHPOPMAIIiITO

po xBopoOy (puc. 4.15). Vci nani 6epythes 3i cTpykTypu backendResult:

const plantInfo = backendResult?.plantInfo;

const diseaseInfo = backendResult?.diseaseInfo;

iplantInfo && (
<div>
<h2>PocnuHa: {plantInfo.name}</h2>

<p>{plantInfo.description}</p>

{iplantInfo.care?.map((item, i) => (
<p key={i}>- {item}</p>
1Dl

</div>
b

Pucynok 4.14 — Binobpaxenss iHpopmarlii npo pocauHy

Oynxkiis renderResult() Bignosinae 3a onosinenHss HTML-konTeliHepiB 31iBa (TIpo
pociuHy) i cipaBa (mpo xBopoOy Ta JikyBaHHs) (puc. 4.16). Hampukiiaz, sIKIo Moaemsb
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BusiBuiIa XBopoOy Grape black rot, kiieHTCbKUM KON To/1a€ iH(POPMAIIIIO B JIBA OKPEMHX
omoku iHTepdeiicy. Ile 3abesmeuye nauHamiuHe BimoOpaxeHHs iH(MoOpMamii 06e3

nepe3aBaHTaKEHHS CTOPIHKH.

{diseaseInfo &%
<gdiv=
<h2>Xgopoba: {diseaseInfo.namel</h2>

<p>{diseaseInfo.descriptionk</p>

{diseaseInfo.symptoms?.map((s, i) => (
<p key={il>+ {si</p>
1)}

{diseaseInfo.treatment?.map((t, i) => (
<p key={ir>+ {tl</p>
1)}
<fdiv=>

)}

Pucynok 4.15 — BinoOpakeHHs1 JaHUX TIPO XBOPOOy

function renderResult(result) {
document.getElementById("plantInfo”).innerHTML = ~
<h3»Pocnwka: BwHorpag</h3»
<p>BuHorpapn — BaratopidHa niawa...</p>

if (result.class === "Grape__ black rot") {
document.getElementById({"diseaseInfo”).innerHTML = °
<h3>Xeopoba: Black Rot</h3>»
<pr»Black rot — rpubkoBe 23XBOPHEEHHA...</ p>
<hd>MeToau nikyeadua: </hd>
<p>— BupaneHHA ypaxeHux nucTrie<br>— O6pobka dyHriuwpamu...< p>

Pucynok 4.16 — ®yukiris renderResult()
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Chnucku CUMIITOMIB, ONHC POCIMHM Ta METOAU JIKYBaHHA MOAAIOTHCA
OJTHOPIBHEBO, 0€3 BKJIAJICHUX CIHCKIB, III0 POOUTH PO3MITKY YHUCTOIO Ta MPOCTOIO.

[Mpuniun snoriku Ha (GPOHTEHA: HE BHU3HAuUa€, siIka pociauHa abo XBopoOa Ha
300pakeHH1; HEe MICTUTB JKOJTHHUX OIHCIB XBOPOO Y KOJIi; HE BUKOHY€E OOPOOKY CEMaHTUKH
pe3ynbTaTiB; HE MepeBipsie Ha3BU KiaciB. YBech 3MiCcT (popmyerhbest OekeHmoM. React
nume: Haacuiae daitn, orpumye JSON, BimoOpakae TEKCTOBI OJ0KU. 3aBASKH 1bOMY
OyJib-sIKke OHOBJIEHHS MOJIeJ1 200 0a3u 3HaHb HE BUMArae 3MiHU KJI1€HTCHKOT YaCTUHU.

V¥ maparpadi onucaHo CTPYKTYpy Be03aCTOCYHKY, OCHOBHI MOIYJl CEPBEpPHOI Ta
KJIIEHTCHKOI YacCTUH, MPUHIMI POOOTH MapuIpyTy 3aBaHTAXKEHHS Ta B3a€EMOIII0 3
moaeiutto ViT. HaBeneni parmMeHTH KOy AEMOHCTPYIOTh KITIOYOB1 €IEMEHTH peaizallii:
npuiioM (aitnniB, BIAMPaBKYy 3amUTy O MOJENi, 0OpOOKy pe3ysibTaTy Ta JuHAMIYHE

OHOBJIEHHS 1IHTepdeNcy KOpUCTyBayva.

4.6 InTepdeiic kopucTyBaua Ta cueHapiii podOTH 3 CHCTEMOIO

KopucryBaipkuit inTepdeiic po3po0iaeHoro Be03aCTOCYHKY MOOYyIOBaHUHN 13
ypaxyBaHHSAM TMPOCTOTH BUKOPUCTAHHS, IHTYITUBHOCTI Ta MIHIMaJIbHOI KUTBKOCTI JIiiA,
HEOOXITHUX JUIsl OTPUMAaHHS J11arHo3y 3a 300paKEHHSAM JIMCTKA. 3aBJIIKM BUKOPUCTAHHIO
React ta TailwindCSS intepdeiic € ananTHBHHM, YMCTUM 1 CY4acHUM, a BC1 B3aEMOIT 3
CHUCTEMOIO BUKOHYIOTHCS Y PEKHMI pealIbHOr0 yacy 0e3 nmepe3aBaHTaKEHHS CTOPIHKH.

[Ticyist BIAKPUTTS TOJIOBHOI CTOPIHKU BE03aCTOCYHKY KOPHUCTYBau 0auyuTh €KpaH 13
dbopMoOI0 NI 3aBaHTAXEHHS 300paKeHHsI JIUCTS pociauHH. [HTepdeiic He moTpedye
JOJJATKOBUX HAaJAIITyBaHbh: KOPUCTYBAau HATHUCKAE KHOMKY 3asammasxicumu ¢aiin
(puc. 4.17), obOupae aiin i3 300pakeHHAM XBOPOI POCIMHH 3 MAaNKH JIOKAJTHHOTO
IPUCTPOIO, IICIIS YOTO Ha CTOPIHII 3’ IBIAEThCS 300parkeHHs (puc. 4.18). 3aBasKu 1bOMY
y KOPUCTYBaya € MOXKJIMBICTh MEPEKOHATUCSA, 110 0OpaHe 300paKeHHsI € KOPEKTHUM Ta

00pe KaJpOBaHUM.
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Kadenpa iaTenekryansHIX iHPOPMALIHHIX CHCTEM
[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

Plant Leaf Disease Classifier

3aBaHTax $OTO NCTKAa — OTPMMAELL BiACOTOK Pi3HUX AiarHO3IB.

3aBaHTaXXutu dpamn  Paiin He obparo

Pucynox 4.17 — I'onoBHa cTopiHKa B€03aCTOCYHKY Iepe] IOYaTKOM pOOOTH

Plant Leaf Disease Classifier

3aBaHTax GOTO IMCTKa — OTPUMAELL BiACOTOK PI3HWUX AiarHo3iB.

3aBaHTaXxutn dain dsc03920.jpg

OTtpumatu pekomeHaauii

HiarHoctyBatm

Pucynox 4.18 — Ctopinka Be063acTOCYHKY ITiciiss BUOOpY (haiity i3 300payKeHHSIM JIUCTS

\\

POCTHHH

[Ticnst HatucKaHHS KHOUKM Jliaenocmysamu 1HTepdec MepexoauTh Yy CTaH

ouikyBaHHA. KHOMKa cTa€ HEAKTHBHOIO, IO 3aro0irae MOBTOPHUM HATHCKAHHAM Ta
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Kadenpa iaTenekryansHIX iHPOPMALIHHIX CHCTEM
[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

nyOmoBaHHIO 3anuTiB. [licist oTpuMaHHA BIANOBIAI 3aCTOCYHOK aBTOMAaTUYHO OHOBIIIOE
iHTepdeiic, noaarun 10 HHOTO OJOK pe3ynbTariB. KoxkeH AiarHo3 BiIOOpaXkaeTbes y
BUTJIAJI Ha3BH XBOPOOHM, YHMCIOBOI OIIIHKM WMOBIPHOCTI Ta TOPHU3OHTAJIBHOTO

IHAMKATOpA, [0 A€ 3MOTY MIBUIKO OIIHUTH 3Ha4YeHHs (puc. 4.19).

3aBaHTaXxutn ¢ann 80111791.jpg

Pesynbrar:
Grape — black rot 90.44%
-__
Chili — leaf spot 8.19%
=1

Pucynok 4.19 — BimoOpaskenHs mporHo3iB mojem VIT i3 KMOBIpHOCTAMU

Ha pucynkax 4.20 ta 4.21 nmoka3aHo J1iarHOCTYBaHHS XBOPOO i3 BUKOPHUCTAHHSM

Be03aCTOCYHKY TaKHX SIK ipxka y s10;1yKa Ta paHHs ¢piTopTopo3Ha xBopoba y KapTOILIL.
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Kadenpa iaTenekryansHIX iHPOPMALIHHIX CHCTEM
[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

Plant Leaf Disease Classifier

3aBaHTaX GOTO AUCTKA — OTPUMAEL BIACOTOK Pi3HWUX AiarHo3ie.

3aBaHTaxuTtu daiin Apple rust leaf (73).jpg

[ OTpumaT“ peKOMEHAauiT j

Pesynbrar:
[ Apple — rust 99.80% J
L mm————— ]

Pucynox 4.20 — BusiBnenust XxBopoou ipka y si0myka

Plant Leaf Disease Classifier

3aeaHTax GOTO MMCTKa — OTPUMAEL BIACOTOK Pi3HUX AiarHO3iB.

3aBaHTaxutu daiin Potato leaf early blight (11).jpg

[ Otpumaru peKomeHAauiT]

Pezynbrar:
[ Potato — early blight 98.78% ]
L= —— )

Pucynok 4.21 — BusBnenust panHboi (piToPTOPO3HOI XBOPOOU y KapTOILIi
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Kadenpa iaTenekryansHIX iHPOPMALIHHIX CHCTEM
[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

Komu MOJCJIb BHUABIIAE€ 3aXBOPHOBAHHS, KOPHCTYBAa4 MOXKEC HATHCHYTH KHOIIKY

Ompumamu  pexomenoayii 1 1HTEpPEHC aBTOMATUYHO PO3IIMPIOETHCS JTBOMA
JOJaTKOBUMHU TAHENIAMM: 3 1H(QOpMaIi€ld Tpo POCAUHY Ta 1H(OpMalier Mmpo

JiarHoCTOBaHy XBOpoOy (puc. 4.22).

Plant Leaf Disease Classifier

3aBaHTax GOTO IMCTKa — OTPUMAELL BIACOTOK Pi3HWX AiarHo3is.

Pocnuna: Tomar (Solanum lycopersicum) XBopoba: Septoria leaf spot (naamucrictb

3aBaHTaXuTn Tomato Septoria leaf spot

ToMmaT — 0gHOpIYHa OBOUEBA POC/IHE, WMPOKO davin 9)jpg nncra Septoria)
KYNbTUBYETLCA ANA OTPUMAEHHA ﬂﬂOAiB. Jlucra TOMaTy

Septoria leaf spot — rpubkoea xeopo6a TomaTis, Wo
uyTanee Ao BaraTeox rpubkoemx Ta GakTepiansHUX

33XBOPIOBaHb.
OCHOBHI BUMOTY A0 BMPOLLYBaHHS:

* CoHAYHE MiCLe 3 XOPOLIOK BEHTUAALIEID.

* [lo6pwii ApeHax rpyHTY Ta POAIOUMIA FPYHT.

* YepryeaHHs KyAbTyp i pOTaUis rpAAOK.

* CeoeuacHa npodinakTnka rpuGKOBUX 3aXBOPHOBaHD.

* ToMipHWiA NOAVE — YHUKATV NEPE3BONOXEHHA NCTA.

BPAXaE UCTA, BHUXKYHOUN GOTOCHHTES Ta BPOXANHICTE.

MoWNPHOETLCA Y BONOMMX yMOBaX, OCOBAMBO 33 MOFaHoi

BEHTUAALLIT.

CumnTomu:

* Mani Kpyrai NAAMKU Ha IUCTi CNOYATKY CBITAO-KOPUYHEBI,
nOTiM TeMHiLWi.

* [INAMM YACTO MaKOTe CBITAY CEPEAVHKY | TEMHY
o6namieky.

*  MHOXUHHI NAAMY NPU3BOAATL A0 NOXOBTIHHA #

ONaAaHHA UCTA.

MeToau nikyBaHHA Ta npodinakTnkm:

* BuaaneHHs ypaxKeHWX IUCTKIB i CNaNkOBaHHRA/YTUAIZaLIA
(He komnocTyBaty).

OTpumatu pekomeHaauLii

Pesynbrar:

* TloKpaleHHsA BEHTUAALIT MK POCAMHAMIA; YHUKATH
3aryuweHHsa nocieie.

* [onueatu KOpiHHﬁ, 38 He KpOoHY KSMEHLUMTM 3MOYYBaHHA
ancra).

* [loTpumyBaTUCh CIBO3MIHWN — YHUKATH NOC3ACK TOMATiB

Tomato — septoria leaf spot
Ha TOMY X micul KiNbKa Ce30HIe.

99.88%}

*  OyHriumAM Ha OCHOBI XA10POTaNoHINY abo MaHkoueby Ta
iHLWI A03BONEHI NPenapaTi — 3a IHCTPYKUiAMM.

* Crifiki copTv TOMaTie, AKWO AOCTYNHI ANA BALIOTO
perioHy.

* IHGOpMALiA HaBeACHE ANA &
NpPenaparis KOHCYALTYWTEC:

MOHCTpaLi; Nepes 3aCToCyBaHHAM
AOKANBHWMM ArPOHOMAMY,

N

Pucynok 4.22 — Cropinka Be03acTOCYHKY 3 pEKOMEH/IAIlIIMU TI0 JIIKYBaHHIO Ta
npodiIaKTUI BUSBIECHOT XBOPOOHU
[Tanenr 3 iHdOpMali€El0 TIPO POCAUMHY  (JIBOPYydY) MICTUTh 3arajibHy
XapaKTEPUCTUKY KYJIbTYpU: HA3BY POCIUHU, KOPOTKUM OOTaHIYHUN OMHUC, KIIOUYOBI
ocoOymBocTi BupomryBaHHs (puc. 4.23). lleit 60K T03BOJISIE KOPHCTYBAdeBi Ojpasy
CITIIBBIJIHECTH PE3YJIbTAT I1arHOCTUKHU 3 KOHKPETHOIO POCIIMHOIO, HaBITh SIKIIO (PoTO OyIi10
3po0JieHe B MOJIBOBUX YMOBaX.
[Tanens 3 1HQoOpMaIli€l0 MNPO BHUABICHY XBOpoOy Ta METOAM ii JIIKyBaHHS
(mpaBOpy4) MICTUTH: Ha3By XBOPOOU, KOPOTKUN OMHUC ii MPUPOAU, O3HAKU Ta CUMIITOMH,

JIeTabHI PEKOMEHAIlil 00 JIKyBaHHSATa mopamd 3 upodimaktuku (puc. 4.24).
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Kadenpa iaTenekryansHIX iHPOPMALIHHIX CHCTEM
[Hdopmarmiitna cucTema 1iarHOCTUKH XBOPOO CLTBCHKOTOCIIONAPCHKHUX KYJIBTYP i3 BUKOPUCTAHHAM TpaHCHOPMEPIB 30py

Hampuknan, nns Grape Black Rot: Black Rot — rpubkoBe 3axBoproBaHHS, IO ypakae
JUCTS, TMAaroHW Ta STOAU. XapaKTepU3YeThCS IMOSBOIO OypuX IUISIM 13 TEMHOIO

OOJISIMIBKOIO. 32 BIJICYyTHOCTI KOHTPOJIIO MOKE IPU3BECTH JI0 TIOBHOT BTPATH BPOXKAIO.

PocanHa: BuHorpag (Vitis vinifera)

Bunorpaa — Baratopiuna niaHa, AKy BUPOLLYHOTE 405
OTPUMaHHA Aria, coky Ta BuHa. Mae Benvke nucts, ake
£0b6pe Bigobpaxkae 2arabHNMA CTaH POCTNHM.
OCHOBHI BUMOTW A0 BUPOLLLYBAHHS:

e (CoHAYHa AinaHKa, Tenaui Mikpokiimar.

* [lobpe ApeHOBAHWIA IPYHT.

* Onopw Ta perynapHa obpizka.

* YHWKaHHA Nepe3BONOKEHHA IPYHTY.

* [lpodinakTuka rpnbkoemx xeopob.

- /

Pucynox 4.23 — byiok 3 iHdopMaIiiero mpo poCIuHy y JiBIH MaHes i Be03aCTOCYHKY

XBopob6a: Black Rot (uopHa rHW/Ib
BUHOrpaay)

[pubkOBe 3aXBOPHOBAHHS, LLO YPaXae NMCTA, NaroH Ta
Aroan BuHorpagy. LLBnako nowmvproetbea y Boaory noroay
i 31aTHE 3HULLIMTI 3HaUHY YacTUHY BPOXKalo.

CumnTomum:

* bypi kpyri nasamum 2 TemHo obasmiekoro.

e YopHi NikHIAM B LLeHTpI nasam.

* 3MOpLUYBaHHA Ta «MmymidikaLia» aria.

MeToam nikyBaHHS:

e BupaneHHsa ypaxeHWX Arig i AMcTa.

» Obpizka AN NOKPaLLLEHHA NPOBITPHOBAHHS.
* [lpeHyBaHHA FPYHTY, YHUKaHHA 3aCTOH BOAM.
o Oynriuman (MigHi, cTpobinyputn, Tpuazonu).
* [NpodinakTvuHi obpobkum nepes aollamu.

* |HhopMaLia HABEAeHa AN AEMOHCTPALLT.

- /

Pucynox 4.24 — byok 3 iHbopMaIIi€ro Ipo XBOpoOy POCITUHY y MPaBii maHel
Be03aCTOCYHKY
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

Takuit MWAXig CTBOPIOE 3pO3YMUIMM 1 JIAKOHIYHUK — CLIEHapii  poOOoTH:
oOpaT 300pakeHHsI — TEPETIITHYTH IPEB’ 10 — HAaJICIAaTH — OTPUMATHU J1arHOCTHUKY.
KopuctyBau oTpumye pe3ynbTaT MBHIKO, 0€3 3aliBUX MEPEXOJIiB, 1 MA€ MOMIJIHBICTh

0Jipa3y MOBTOPUTH 3alUT a00 3aBaHTAXUTH (paiti 13 300paKEHHM 1HIIIO POCTIUHHU.

4.7 TectyBaHHsA Ta OLiHKA sIKOCTi iHpopManiiiHOT cucTeMu

TectyBanHs 1HQOpPMALIWHOI CHUCTEMH BUSBIEHHA XBOpOO pociuH Oyio
CIpsIMOBaHE Ha TEPEBIPKY KOPEKTHOCTI podotu wmoxeni Vision Transformer,
CTaOUIBHOCTI BE03aCTOCYHKY, a TaKOX BIJIMOBIIHOCTI 1HTEp(ehcy (PyHKIIOHATBHUM
BuMoraMm. OIIIHIOBaHHS BHKOHYBAJIOCS 3a KUIbKOMa HampsiMaMmu: (YHKIIIOHAJIbHE
TECTyBaHHs, TECTYBaHHS MIPOYKTUBHOCTI Ta 3pyYHOCTI BUKOPHUCTAHHS.

DyuKkyionanvhe mecmy8ants MiATBEPANIIO, IO BC1 KIIOYOBI CIIEHapii B3aeMOil
KOPHUCTYyBaya 13 CUCTEMOIO MPAIIOI0Th PABMWIIHHO Ta MOCI1I0BHO. byio mepeBipeHo Taxi
OCHOBHI (DYHKIIIi:

— 3aBaHTAKEHHS 300paKeHHS JIUCTS POCIMHU y dhopMaTax .jpg, .jpeg, .png;

— KOPEKTHE BiI0OpakeHHs OTIEPEIHBOTO MEPENISTy 0OpaHOTO 300paKeHHST;

— mepenaya ¢aitity Ha cepBep Ta 00poOka 3anuTy mapiipyToM /upload;

— BUKOHaHHS 1H(GEpPEHCY MOJCIIIIO Ta TOBEPHEHHS pe3ynbTaTiB y ¢popmati JSON;

— Bi0OpaXeHHs OTPUMAaHMX IMPOTHO31B: Ha3Ba XBOPOOU, HMOBIPHICTh, IHIUKATOP;

— aKTUBAIliA Ta JeaKTUBaIlisl KHONKU Kiacugixysamu i 4ac 3amnury;

— BUBEJEHHS 1HQOpMAIIHHUX OJOKIB PO POCIUHY Ta XBOPOOY Yy pa3i BUSBICHHS
XBOpOOH;

— CcTaOUIbHICTh POOOTH CHCTEMH TIPU TOBTOPHUX KiacHdiKamisax Ta 3aMiHi
300pakeHHS.

TectyBanHs moka3ajo, 0 CHUCTEMa KOPEKTHO OOpOOJis€ MOMUIIKH, 30KpeMa

cripoOy BianpaBuTu dopmy 0e3 300pakeHHs1 a00 3aBaHTaKEHHs (DailliB HEKOPEKTHOTO

dbopmary.
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

Tecmyeanns npodykmusHocmi BKIIOYANIO TEPEBIPKYy yacy oOpoOKH 3amuTy Ta
TECTyBaHHS HAaBAHTAKCHHSM.

[TepeBipka wac OOpOOKHM 3amuTy IMOKa3aua, MO y CEPEIHbOMY IOBHUW ITHKI
«3aBaHTaXEHHA — Tepeaada — iH(epeHc — BIJNOBIAbL — B1I0OpaKEHHS» CTAHOBHB:

— 0,3-0,5 ¢ — 00poOxka iHTepdeiicom;

— 0,8-1,2 ¢ — indepenc mozemni (Ha cepsepi 3 GPU abo ontumizoBanum CPU);

— 100-200 Mc — mepexeBuil OOMIH.

Cymapnuii yac BiamoBiai ctaHoBUB 1.3—1.8 cekyHam, 10 BiAMOBIa€ BUMOTaM
peanbHOTO Yacy.

Tecmysanns Hasanmadxcennam. Cuctema Oyja TPOTECTOBAaHA 3a CEPEIHBOTO
HaBaHTaXeHHA: 10 oJHOYacHMX 3amMTIB — ©0€3 3HWKEHHS NPOJYKTUBHOCTI;
50 omHOYACHMX 3amWTIB — JEMOHCTPYBAJOCS YacTKOBE 30UIBIICHHS 3aTPUMKH
iH(pepeHcy, ane moMuiIkd cepBepy Oymm BiacyTHi. lle miaTBepmKye MOMXKIHBICTH
MacmTadyBaHHS 3aCTOCYHKY JI0 peajbHuX epMepchbkux a00 BUPOOHUYHMX YMOB.

3pyunicms suxopucmanns. OtuiHka iHTepdenicy BUKOHyBaIacs BiIMOBIIHO 10

KpUTEPIiB:

MPOCTOTa BUKOHAHHS OCHOBHOI 3a/1a4i (kimacudikaiii gpororpadii);

— IHTYiTUBHICTB;

— KUIBKICTb JI1id, HEOOX1AHUX ISl OTPUMAHHS Pe3ysbTary;

— 3pPO3yMIUTICTh BUBEJECHUX JIarHOCTUYHUX 1 JOBIJKOBUX JTAHUX.

TectyBanHs oKa3ajo, M0 KOPUCTyBa4 MOXKE OTPUMATH Pe3yJbTaT, BUKOHABIIIH
qoTHpH Jii: 1) 00patu (HoTo; 2) mepersiHy TH NpeB’10; 3) AiarHOCTYBATH; 4) MEPETIISHY TH
chopmoBani pekomenpaaiii. JlomatkoBi Omoku 3 iHGOpPMAIEI TPO POCIUHY Ta
pekoMeHalli 100 JIKyBaHHS Ta NPOQIIAKTUKU pPOOJATh CHUCTEMY HE JIHIIE
JIarHOCTHYHOIO, a ¥ KOHCYJIBTAI[IITHO0, 10 MIABUILYE i1 MPAaKTUYHY L[IHHICTb.

Oyinka saxocmi pobomu iHgopmayitinoi cucmemu. Ha OCHOBI BHKOHAaHUX
TECTyBaHb MO>KHA 3pOOUTH Taki y3arajibHEHHS:

— cucTeMa cTabuIbHO MPAIIOE Y BCIX CTAaHAAPTHUX CIICHAPINAX;
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

— MOJIETb IEMOHCTPY€E BUCOKY TOUHICTh KiIacu]ikarlii;

— (yHKLIOHAN MOJATKOBUX 1H(POpPMAIIMHUX OJOKIB peani3oBaHUN KOPEKTHO Ta
MOBHICTIO BIATOBITa€ OUIKYBaHiH JIOT1I;

— iHTepdeiic 3abe3mneuye MBUIKY B3a€EMOJIII0 Ta HE MEPEBAHTAXKYE KOPHUCTyBada
iH(opMarii€ro;

— Yac BiJIOBIi/li CHCTEMH 3HAXOIUTHCS B MEXaxX MPUHHITHUX 3HAYCHB;

— Be03aCTOCYHOK NMPUAATHUM JUIsl IPAKTUYHOTO BUKOPUCTAHHS B arpapHiil cdepi

JUISL €KCITPEC-11arHOCTUKHN XBOPOO POCIINH.

BucnoBkmu 10 po3ainy 4

VY 4yerBepTOMy pO3AUIl OYyJIO PO3IMNISIHYTO MOJICNIOBAHHS, MPOEKTYBAaHHS Ta
NporpamMHy peani3alilo Be03aCTOCYHKY [JIsi aBTOMAaTHU30BaHO! JIarHOCTUKH XBOPOO
CUIbCBLKOTOCIIONAPCHKUX KYJIBTYp Ha ocHOBI mozeni Vision Transformer. Cucrema
JEMOHCTPY€E KOMIUIEKCHUM MIAX1A [0 IHTErpamii MeTOJIB TJIUOMHHOTO HABYaHHS Yy
BeOcepenoBuIlle Ta 3a0e3mnedye 3pydHUil 1HTepdelc s KIHIEBOIOo KOPHCTyBaua,
MOEIHYIOYN BUCOKY TOYHICTh MOJIEII 3 IOCTYMHICTIO Y BUKOPUCTAHHI.

Bysio o0rpyHTOBaHO BHOIp TEXHOJOTIYHOTO CTEKy, KMl BKItoyae React Ta Vite
Ui OOYIOBM CydacHOro Ta MpoaykTuBHOro ¢poHTeHay, Node.js ta Express mms
crBopenHs APIl-mntro3y, a Takoxx Python, FastAPI ta PyTorch mns peanizamii cepsicy
iHpepency wmogeni. Taka OararopiBHEBa CTPYKTypa JI03BOJIMJIAa BIIOKPEMHUTH
KOPHUCTYBaIbKuii 1HTEepderic, 613HeC-I0TIKY Ta O0UYHCIIOBAIBLHUI MOJYJIb, III0 BUKOHYE
kiacudikamiro  300pakeHb.  OkpeMe  po3TallyBaHHS ~ CEpBICIB  3a0e3mneuye
MacmTabOBaHICTh, THYYKICTh 1 MOJKJIMBICTh MOAQJIBIIOTO PO3IMIMPEHHS CHUCTEMH,
30KpeMa MUISIXOM 3aMiHU 200 OHOBJIGHHS MOJIei 0e3 3MiH y KIIEHTCHKOMY KO/II.

ApPXITEKTYpU CHUCTEMHU CKJIQJIA€ThCS 3 TPbOX JIOTIYHUX PIBHIB: KIIEHTCHKOTO
iHTepdeiicy, cepeproro APIl-mumo3y ta cepsicy iHgpepency. NoOde.jS BHKOHY€E pOJb
IPOMIXHOT JTaHKK Mixk React-kimientom 1 Python-cepBicom, BiimoBiAar0un 3a MpUHAMaHHS
¢aitniB, Banigaliio, 30epekeHHs 300paxeHb 1 GpopMyBaHHS 3anuTiB 70 Mozeni. FastAPI
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Kadenpa iHTenexryansHuX iHPOPMAIIHHIX CHCTEM
[HdpopmMmariiiina cucreMa AiarHOCTUKU XBOPOO CUTLCHKOTOCTIONAPCHKUX KYIBTYP 13 BHKOPUCTAHHAM TpaHCcHOpMEPiB 30py

3abe3neuye MmBUAKE (OPMYBaHHS IPOTHO3IB, BHKOPUCTOBYIOUH iHTerpoBaHy ViT-
MOJIeJIh Ta MMOBHUM LIUKJI MOTIEPEAHBOI 00POOKH 300paXKeHb.

KrienTchka yacTrHa Be03aCTOCYHOK MpEACTaBIICHA SIK OAHOECKpaHHU 1HTEepdeiic,
y SIKOMY KOPUCTYBad MO’KE 3aBAHTAXUTH 300pa)KEHHS JMCTS POCIUHU, MEPErJISTHYTU
H0ro MpeB’10, OTPUMATH 11arHOCTUKY Y BUTJISA CIIMCKY HAHOUTBIT IMOBIPHUX XBOPOO Ta
pexomenaanii mo JikyBaHHIO. 3aBasku 1allwindCSS intepdeiic € aganTHBHHM,
MIHIMQJIICTUHYHUM 1 3po3ymumdM. [lpenctaBineHuil cueHapiii poOOTH  J103BOJISIE
BUKOPUCTOBYBAaTH CHCTEMY O0€3 CHeliaIbHUX TEXHIYHUX 3HaHb, a Bl3yali3alis
pe3yIbTaTIB — MIBUAKO OI[IHUTH CUTYAIII0 Ta TPUMUMATH arpoTEXHIYH1 PIIICHHS.

PeanizoBanuii mporpaMHHMil KOMIUIEKC MOBHICTIO BIJIMOBIJa€ BUMOTaM Cy4acHUX
1H(}OpMaIIHHUX CUCTEM Y apHiil cepi, JEMOHCTPYE MOXKIUBICTh €hEKTUBHOI IHTETpaIlii
moxenerr Il y BeG3acTocyHku, 3a0e3neuye MBUAKY OOpOOKY MaHMX Ta HaJae
KOPUCTYBau€Bl 3pyYHUN (PYHKUIOHATBHUI CEpBIC ISl JIIaTHOCTHUKUA XBOPOO POCIUH.
OTpuMaHi pe3yJbTaTH CTBOPIOIOTH OCHOBY JUIS IOJAJBIIONO PO3BUTKY CHUCTEMH,
30KpeMa YIOCKOHAJEHHS apXiTEeKTypH, PO3LIMPEHHS KJIaciB XBOPOO, MIIKIIOYEHHS
MOOUIBHOTO  3aCTOCYHKY a0o0 IHTerpamii 3 amapaTHUMU MPUCTPOSIMU IS

aBTOMATHU30BAHOT'O MOHITOPUHTY CTaHY TMOCIBIB.
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BUCHOBKHA

[TpoBeneHe KOMIUIEKCHE JOCHIKEHHS MPOOJIeMH aBTOMATHU30BaHOI J1arHOCTUKH
XBOpOO  CLIBCHKOTOCIOAAPCHKUX KYJIBTYpP JIO3BOJWJIO peaii3yBaTd MOBHOLIHHY
iHbopMaIliiiHy CcHCTeMy, SKa TO€IHy€ CydacHI MOJAeNi TIMOMHHOTO HaBYaHHSA,
THCTPYMEHTU KOMIT I0TepHOTO0 30py Ta TexHouorii L. Otpumani pe3ynbTaTé HaaarOTh
MO>KJIUBICTh C()OPMYBATH IUTICHE YSIBJICHHS IIPO BCl €TaNM — BiJl TEOPETUYHOTO aHAJI3y
JI0 TIPOTPaMHOI pealtizailii Ta BrpoBapkeHHs Moaeni Vision Transformer y mpakTuanuii
Be03aCTOCYHOK.

HocipkeHo npeaMeTHy cepy Ta pyHIaMeHTaabH1 aCIEKTH 11arHOCTUKUA XBOPOO
pociuH. [IpoananizoBaHO TpaJMIIiTHI MiIX0/IM, Cy4acHI METOM KOMIT FOTEPHOTO 30py Ta
INIMOMHHOTO HABYaHHSA, a TaKOX TEHJACHIIT OCTaHHIX POKIB, 30KpeMa Mepexiy 10
TpaHCPOpMEpHUX apXITEKTYyp y 3amadax kiacudikaiii 300paxeHb. Orisg HayKOBUX
nyOJikalii mokasas, mo mojeni Vision Transformer 3a06e3neuyoTh BUCOKY TOYHICTB,
CTIMKICTD J10 IIIyMY Ta 3[aTHICTh BUSBJISATH CKJIQJH1 TPOCTOPOBI naTepHu. BomHouac Oyio
B1JI3HAYEHO HU3KY MpoOJieM, 30KpeMa HecTady MOJbOBUX JAHUX, JUcOaIaHC HAOOpiB 1
OOMEXEHHS TPOAYKTUBHOCTI BeNMKUX Mojene. Ha ocHoBl anHamizy OyJo
chopMyJILOBAHO METY, 00’ €KT, MPEIMET Ta 3aBJAHHS TOCII1IKEHHS.

IIpoanamnizoBano apxitektypu Vision Transformer, wmeToau mMiATOTOBKHU
300pakeHb, ayrMEHTallli, aJrOpUTMIB HaBUYaHHS Ta OOrPYHTOBAHO BUKOPUCTAHHS
OCHOBHHX METPHUK OIIHKH sikocTi Mojeni VIT. BusBneHoBHyTpimHIO cTpykTypy VIT:
MEXaHI3M caMOyBaru, Mo3uIifHE KOAYyBaHHS, IIap KiacuQikaili Ta TaKoX HaBEIEHO
OOTpyHTYBaHHsI BUKOPUCTAHHS IIl€i MOJENl IS 3ajad arpoBi3yalbHOI J1arHOCTHUKHU.
Po3pobneno MeToanKy JOHABYAHHS MOJIEII Ha creriaigizoBanomy HaOopi Plant Disease
Classification Dataset Ta BU3Ha4€HO ONTHUMAaJIbH1 IHCTPYMEHTH OLIIHIOBAHHS PE3YJIbTATIB:
Accuracy, Precision, Recall 1 F1-score.

BukoHaHo cepiio eKkcriepuMeHTiB 13 JoHaBuaHHs Vision Transformer 3a Tproma
pI3HUMH KOH(DIrypauisiMu rimneprapameTpiB. JJociaippkeHo BIUIMB IIBUJIKOCTI HaBYaHHS

roJIOBU MoJiei Ta 0eKOOHY, ITMOMHM 3aMOPOKYBaHHS IIapiB 1 CrocoOiB OOpOTHOHU 3
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nucOaliaHcOM  JTaHMX. 30KpeMa, TMOpIBHAHO 3aMOpPOXKEHE HaBYAaHHS, YacTKOBE
pO3MOpOXKYyBaHHSI Ta pi3Hi crpaterii BukopuctanHs WeightedRandomSampler.
Pe3ynmbTaTi eKCIIEpPUMEHTIB TOKa3aJid, IO YaCTKOBE JOHABYAHHSI 3 IOMIPHOIO
IIBUJIKICTIO HAaBYAHHS Ta YBIMKHEHUM CEMILIEPOM 3a0e3reuye Halkpamui 6aiane Mix
TOYHICTIO Ta CTAOUTBHICTIO.

3MICHEHO  MOJICIIOBAHHS, TPOEKTYBaHHS Ta MpOrpamMHy  peai3alliio
Be03aCTOCYHKY 1H(GPMAaLIHOI CUCTeMH, SIKUU JT03BOJISIE KOPUCTYBAauyeBl 3aBAHTAKUTU
(GOTO NMCTKA Ta OTPUMATH JAlarHO3 y BUIVISIAI MMOBIPHICHOTO PO3MOAUTY IO KJlacax.
OnucaHo apXiTeKTypy, 110 CKIAIA€ThCA 3 TPhOX HE3aJEKHUX KOMIIOHEHTIB: KIIIEHTCHKOT
gactuan (React + Vite), Node.js API-tiumo3y ta Python FastAPI cepgicy indepeHcy.
Ko’xeH 13 KOMIIOHEHTIB BUKOHY€E OKpeMy poJib: React 3abe3neuye 3pyuHuit intepdeiic,
Node.js npuiimae Ta nepenae daitnm, a FastAPI Biamosinae 3a BukoHaHHs Mozeni Vision
Transformer. Taka 00’€KTHO-MOAYJIbHA CTPYKTypa Ja€ MOKJIUBICTh MacilTa0yBaTH
CUCTEMY, OHOBJIFOBATU MOJIENIb 0€3 3MIH Ha KIIIE€HTI Ta aJamnTyBaTH CEPBIC IiJ peasibHi
noTpedu kopuctyBayiB. OKpeMo MpoaHalli30BaHO CLEHapid poOOTH KOPHCTyBada Ta
peanizailito iHTepdency, SKui € MAaKCUMaJIbHO IHTYITUBHUM 1 HE IOTPEOYE CreliaTbHuX
3HaHb.

VY3aranpHIOIOUM pe3yibTaTd POOOTH, MOXKHA CTBEPDKYBaTH, IO IMOCTABIEHOI
METH JOCSTHYTO TMOBHICTIO: CTBOPEHO 1H(OpPMAIIIHY CHUCTEMY, 37aTHY BUKOHYBaTH
JIarHOCTUKY XBOpOO pociuH 13 BUKOpucTaHHsAM Vision Transformer, mpoBeneHo
NOPIBHSIHHS ~ PI3HUX CTparerii HaB4YaHHS, C(QOPMOBAHO ONTUMAJIbHUN  HaOIp
rineprmapaMeTpiB Ta peanxi30BaHO Be03aCTOCYHOK, SIKH MOXE 3aCTOCOBYBATHCS B
arpocektopi. Cucrema € wMacmTabOBaHOW, PO3MIMPIOBAHOID Ta TMPHUAATHOIO [0
MPAKTUYHOTO BUKOPUCTAaHHSA Y (EepMEepChKUX TOCMOAApCTBaX, JIOCIITHUIIBKUX
yCTaHOBax a0o0 K OCBITHIN 1HCTPYMEHT.

OTpumani pe3yJibTaTy BIIKPUBAIOTh MEPCHEKTUBH MOJANBIIOIO BIOCKOHATICHHS:
pPO3MIMPEHHS] HA0Opy XBOPOO Ta KyJbTYyp, IHTETpaIlis MoAeNIeH JIoKai3ali (00BeaeHHS
ypaXXeHUX AUISHOK), Tepexis 10 MOOUIBHHMX 3aCTOCYHKIB, Bukopuctanus lightweight-

Mojenel s pobotn Ha npuctposx loT abo apoHax, a Takok 30UIBIICHHS KUTBKOCTI
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MOJILOBUX JAHUX JUIS TIJABUIICHHS TeHepalizalii cucteMu. TakuM dnHOM, poOoTa He
JUIIE JEMOHCTPYE MOKIHMBICTH €(PEeKTUBHOrO 3acTtocyBaHHA Vision Transformer y
arpapHii cdepi, ane ¥ 3akmanae GyHIAMEHT IS MOMAIBIINX JOCITIIKEHb Y HAIpPsMi
PO3YMHHX arpapHUX CHUCTEM.

[loctaBneni 3aBHaHHS BUKOHAHO TIOBHICTIO, OJHAK IIBIXKKHI PO3BUTOK
TEXHOJOT1H KoMmI'torepHoro 3opy Ta Il oOyMoBmtoe HEOOXITHICTH PETYJISIPHOTO

BJIOCKOHAJICHHS (DYHKI[IOHATY CUCTEMH y BIJIMOBIHOCTI 3 HOBUMHM MIAXOJaAMH.
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JOJATOK A
XapakTepucTuKa qaTaceT J1JIsA JOHABYaHHS 6a30Boi moaxei ViT

Jcepeno: Kaggle (https://www.kaggle.com/datasets/alinedobrovsky/plant-disease-
classification-merged-dataset/data)

Obcse: = 83 603 300paskeHHS JUCTKIB POCIUH

Dopmam: kKoapopoBi 300pakenHs (RGB)

Po3zmip eubipxu: 3MeHIIeHO 1 30a71aHCOBAHO il TOTPEOH AOCTIHKEHHS

Kinvkicms xnacie: 88,

Kinvxicmo 6uoie pocaun: 14

Tabmuus A.1 — Pocnunu, 1110 MiCTATbCS y HA00P1 JaHUX

Pocnuna Kracu/3axBoproBaHHs

Apple (s0:myHs1) Black rot, Rust, Scab, Healthy

Bacterial blight, Brown streak disease, Green mottle,
Healthy, Mosaic disease

Cassava (MaH10Ka)

Cherry (Buiurs) Healthy, Powdery mildew

Chili (mepeup uni) Leaf curl, Leaf spot, Whitefly, Yellowish, Healthy

Corn (Kykypyn3a) Common rust, Gray leaf spot, Northern leaf blight,
Healthy

Cucumber (oripok) Diseased, Healthy

Grape (BunOrpan) Black measles, Black rot, Leaf blight, Healthy

Pomegranate (rpanar) Diseased, Healthy

Potato (kaproms) Early blight, Late blight, Healthy

Soybean (coesi) Caterpillar, Diabrotica speciosa, Healthy

Strawberry (monyHunst) | | eaf scorch, Healthy

Sugarcane (ykpoBa
Red rot, Rust, Bacterial blight, Red stripe, Healthy

TPOCTHHA)

. 10 xnaciB (Bacterial spot, Early/Late blight, Mosaic

Tomato (momiznop) virus, Leaf mold, Septoria leaf spot, Target spot,
Yellow leaf curl virus, Spider mites, Healthy)

Wheat (mmenmuns) Brown rust, Yellow rust, Septoria, Healthy

Apple (16myns) Black rot, Rust, Scab, Healthy
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JOAATOK b
JavaScript-ckpunt upload.js nJisi BU3HAYEHHSI CEPBEPHOr0 MAPIIPYTY

300paeHHs

dotenv.config();
const router = Router();

const uploadDir = path.resolve(process.env.UPLOAD_DIR || "uploads");
fs.mkdirSync(uploadDir, { recursive: true });

const storage = multer.diskStorage({
destination: (req, file, cb) => cb(null, uploadDir),
filename: (req, file, ch) =>{
const unique = Date.now() + "-" + Math.round(Math.random() * 1e9);
const ext = path.extname(file.originalname || "");
cb(null, “${unique}${ext}");
h
ok
const fileFilter = (req, file, cb) => {
const ok = /image\V/(jpeg|pngl|jpg|webp)/.test(file.mimetype);
cb(null, ok);
3
const upload = multer({
storage,
fileFilter,
limits: { fileSize: 10 * 1024 * 1024 } // 10MB

b

router.post("/", upload.single("image"), async (req, res) => {

try {
if ('req.file) return res.status(400).json({ error: "No file uploaded" });

const form = new FormData();

form.append(“file", fs.createReadStream(req.file.path), {
filename: req.file.filename,
contentType: reg.file.mimetype,

b

const pyUrl = process.env.PY_SERVICE_URL;
const { data } = await http.post(pyUrl, form, { headers: form.getHeaders() });

return res.json({
file: { name: req.file.filename, path: “/uploads/${req.file.filename}" },
prediction: data.topk
};
} catch (e) {

console.error(e);
return res.status(500).json({ error: "Inference failed" });

}
b;

export default router;
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JOIJATOK B
JavaScript-ckpunt App.jSX aus ¢popMyBaHHS MaKeTy CTOPIHKH Ta PO3MillleHHS

0JIOKIB

import UploadForm from "./components/UploadForm";
import { useState } from "react";

export default function App() {
const [detectedDisease, setDetectedDisease] = useState(null);
const [showRecommendations, setShowRecommendations] = useState(false);
const [plantinfo, setPlantinfo] = useState(null);
const [diseaselnfo, setDiseaselnfo] = useState(null);

const handleRequestRecommendations = async () => {
if (1detectedDisease) return;

const res = await fetch(*/api/recommendations?disease=${detectedDisease});
const data = await res.json();

setPlantinfo(data.plant);
setDiseaselnfo(data.disease);
setShowRecommendations(true);

¥

return (
<div className="min-h-screen bg-slate-50 p-6">
<h1 className="text-2xI font-bold mb-2 text-center">Plant Leaf Disease Classifier</h1>
<p className="text-slate-600 mb-6 text-center">
3aBaHTaX (OTO JIMCTKA — OTPUMAEII BiJICOTOK Pi3HUX JiarHO3iB.
</p>

<div className="grid grid-cols-1 lg:grid-cols-3 gap-6 max-w-7xI mx-auto">

{showRecommendations && plantinfo ? (
<div className="border rounded-2xI bg-slate-50 p-5 h-fit">
<h2 className="font-semibold text-lg mb-2">{plantinfo.title}</h2>
<p className="text-sm text-slate-700 mb-2">{plantInfo.description}</p>

{plantinfo.requirements && (
<>
<p className="text-sm text-slate-700 mb-1">OcHoBHi BuMOTH:</p>
<ul className="list-disc pl-5 text-sm text-slate-700 space-y-1">
{plantinfo.requirements.map((r, i) => (
<li key={i}>{r}</li>
)}
</ul>
</>
)}
</div>
) (
<div />

)}

<div className="bg-white rounded-2x| shadow p-6">
<UploadForm
onDiseaseDetected={(d) => {
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setDetectedDisease(d);
setShowRecommendations(false);
setPlantInfo(null);
setDiseaselnfo(null);
1
onRequestRecommendations={handleRequestRecommendations}
/>
</div>

{showRecommendations && diseaselnfo ? (
<div className="border rounded-2xl bg-rose-50/70 p-5 h-fit">
<h2 className="font-semibold text-lg mb-2">{diseaselnfo.title}</h2>
<p className="text-sm text-slate-700 mb-2">{diseaselnfo.description}</p>

{diseaselnfo.symptoms && (
<>
<h3 className="font-semibold mt-2 text-sm mb-1">Cumntomu:</h3>
<ul className="list-disc pl-5 text-sm text-slate-700 space-y-1">
{diseaselnfo.symptoms.map((s, i) => (
<li key={i}>{s}</li>
N}
</ul>
<[>

)}

{diseaselnfo.treatment && (
<>
<h3 className="font-semibold mt-3 text-sm mb-1">Meroau nikyBanus:</h3>
<ul className="list-disc pl-5 text-sm text-slate-700 space-y-1">
{diseaselnfo.treatment.map((t, i) => (
<li key={i}>{t}</li>
)}
</ul>
<[>
)}
</div>
) (
<div />
)}
</div>
</div>
)i
¥
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JOJATOK T
JavaScript-ckpunt UploadForm.jsx ais 3aBanTa:keHHs (aiijy Ta BitoopaxeHHsI

pe3yabTaTtiB Kiaacudikamii

import { useState, useEffect } from "react";

export default function UploadForm({ onDiseaseDetected, onRequestRecommendations }) {
const [file, setFile] = useState(null);
const [preview, setPreview] = useState(*""");
const [result, setResult] = useState(null);
const [loading, setLoading] = useState(false);

const APl = import.meta.env.VITE_API_URL || "http://localhost:8000";

const onFile = (e) => {
const f = e.target.files?.[0] ?? null;
setFile(f);
setResult(null);
onDiseaseDetected(null);

if () {
const url = URL.createObjectURL(f);
setPreview(url);
}else {
setPreview("");
}
b

useEffect(() =>{
return () =>{
if (preview) URL.revokeObjectURL (preview);
}.

1 ,[preview]);

const onSubmit = async (e) => {
e.preventDefault();
if (!file) return;

setLoading(true);
setResult(null);
onDiseaseDetected(null);

try {
const form = new FormData();

form.append("image", file);

const resp = await fetch(C${AP1}/api/upload’, { method: "POST", body: form });
if (Iresp.ok) throw new Error("Upload failed: ${resp.status}’);

const data = await resp.json();
setResult(data);

const predicted = data?.prediction ?? [];

const labelToLower = (label) => String(label || "**).toLowerCase();
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const foundGrapeBlackRot = predicted.some((p) => {
const | = labelToLower(p.label);
return Lincludes("grape™) && l.includes("black") && l.includes(*'rot™);

b

const foundTomatoSeptoria = predicted.some((p) => {
const | = labelToLower(p.label);
const hasTomato = l.includes(""tomato");
const hasSeptoria = l.includes("septoria™);
const hasSeptoriaPhrase = l.includes("septoria leaf") || (I.includes("septoria™) && l.includes("'spot™));
return (hasTomato && hasSeptoria) || hasSeptoriaPhrase;

b

if (foundGrapeBlackRot) {
onDiseaseDetected("grape_black_rot");

} else if (foundTomatoSeptoria) {
onDiseaseDetected("tomato_septoria™);

}else {

onDiseaseDetected(null);

}

} catch (err) {
console.error(err);
alert("Tlomuka 3aBaHTaxeHHs a00 00poOKH (atiny.");

} finally {
setLoading(false);

b
const pretty = (s) => String(s).replaceAll("__ ", " — ").replaceAll("_","");

return (
<form onSubmit={onSubmit} className="space-y-4">
<div className="flex items-center gap-4">
<label
htmlIFor="file-input"
className="cursor-pointer py-2 px-4 rounded-xI bg-slate-100 hover:bg-slate-200 font-medium inline-flex items-
center gap-2"
>
3aBaHTaXXUTH (Paiin
<input
id="file-input"
type="file"
accept="image/*"
onChange={onFile}
className="hidden"
/>
</label>

<span className="text-sm text-gray-600">
{file ? file.name : "daiin e 0Opano"}
</span>
</div>

{preview && (
<img
src={preview}
alt="preview"
className="w-full rounded-xI border object-contain max-h-80"
/>
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)}

<div className="flex items-center gap-3">
{file && (

<button
type="submit"
disabled={loading}
className="px-4 py-2 rounded-xI bg-emerald-600 text-white disabled:opacity-50"

>
{loading ? "Tiarnoctyto..." : "JliarHocTyBaru" }

</button>

)}

<button
type="button"
onClick={onRequestRecommendations}
disabled={'result || 'result.prediction || result.prediction.length === 0}
className="px-4 py-2 rounded-xI border bg-white hover:bg-slate-50 disabled:opacity-50"
title={(Iresult || 'result.prediction || result.prediction.length === 0)
? "CrioyaTKy BUKOHAHTE MiarHOCTUKY"
: "Tloka3atu pekoMmeHaarii" }
>
OTtpumartu pekoMeH Al
</button>
</div>

{result?.prediction && (
<div className="mt-4 space-y-2 text-left">
<h3 className="font-semibold">Pe3ynprar:</h3>
<ul className="space-y-2">
{result.prediction.map((p, i) => (
<li key={i} className="rounded-Ig border p-3">
<div className="flex justify-between">
<span className="font-medium">{pretty(p.label)}</span>
<span className="font-mono">{(p.score * 100).toFixed(2)}%</span>
</div>
<div className="w-full bg-gray-100 h-2 rounded">
<div
className="h-2 rounded bg-emerald-500"
style={{ width: "${p.score * 100}%" }}
/>
</div>
</li>
)}
</ul>
</div>
)}
</form>
)i
}
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