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AHOTALIUA

10 KBamipikaiiHoi po6oTH

3n00yBada rpynu 601m UHY M. Tlerpa Morumu
Cxkuou Ouiera MukoJiaioBu4a

Ha TeMy: «IHTeJeKTyaJIbHA CHCTEeMA reHepauii 300pakeHb 32 TEKCTOBUM ONMCOM»

AKTyaJbHicTh. Y Cy4acHOMY CBITI PO3BUTOK IHM(PPOBUX TEXHOJOTIH
BiIOYBa€ThCS HA3BUYANHO IBUIKUMH TEMIIAMH, 10 ICTOTHO BIUTMBAE Ha pi3HI chepu
KUTTA JOAUHU. J{IKUTaI3a11is OXOIUTIOE He JHie NOoOYyTOBI IPOLECH, a U mpodeciiiny
JBUTBHICTD Y Taly3iX HayKd, Oi3Hecy, OCBITM Ta MucTeUTBAa. OJIHUM 13 HampsMiB, 110
aKTHBHO PO3BUBAETHCSI OCTAHHIM YaCcOM, € aBTOMATU30BaHa reHepallis MyJIbTUMEIITHOTO
KOHTEHTY, 30KpeMa 300pakeHb, Ha OCHOBI TEKCTOBUX OMUCIB. Takuii miaxix J03BOJISIE
3HAQYHO CKOPOTHTHU 4Yac 1 pecypcH, Kl TPaJULIMHO BUTPAYaAIOTHCS HAa CTBOPEHHS
UTIOCTpaIlii 3a ydacTi Ju3aiHepiB ab0 XyHOKHUKIB, Ta 3a0e3Nedye MOKJIMBICTh
OTPUMAaHHS SIKICHOTO PE3yJbTaTy y HAWKOPOTIII TEPMIHHU.

06’exTOM pob60TH € TIpOIIeC reHepailii 300pakeHb Ha OCHOB1 TEKCTOBOT'O OTIUCY .

IIpeameToM podoTH € METOAM, MOJIENI Ta AITOPUTMH I'eHepalii 300pakeHb Ha
OCHOBI TEKCTOBOTO OTIHCY.

MeTta po60oTH NOJISITaE y MBUILEHH] €(DEKTUBHOCTI METOI1B TeHEpallii 300paKeHb
110 TEKCTOBOMY OIIHUCY.

Ksamidikariitna po6oTa CKIAIAETHCS 31 BCTYITy, YOTHPHOX PO3JUTIB, BUCHOBKIB,
NIepeNTiKy BUKOPUCTAHUX JKEPEIT Ta TOAATKIB.

VY nepmomy po3aun Oyiao 3AIMCHEHO OTJIIA CyYacHHMX IIIXOAIB 0 TEHepartii
300paXeHb 3a TEKCTOBHUM OTIMCOM Ta KIIFOUOBUX TEXHOJIOTIH, IO 1X 32a0€3I1eUy0Th — BIJI
00poOKU MpUPOAHOI MOBHU 10 aBTOKOAEPIB 1 TpaHChopMepHUX Moaenel. BuznaueHo
nepeBaru MmoegHaHHsT TpaHCcPopmepiB 1 aBTOKOAEPIB [IJIi MOJICIIIOBAHHS 3B’ SI3Ky MDK
TEKCTOBUMH Ta BBYaJIbHUMH TPEACTABICHHSAMH, a TaKOX MPOaHATI30BaHO

aJIbTEpHATUBHI F'€HEPAaTUBHI APXITEKTYPH.



Y npyromy po3aiti 6yso po3TJITHYyTO 0COOIMBOCTI 3aCTOCYBaHHS TpaHC(PopMepiB
y 3ajadi reHepailii 300paxeHb 3a TEKCTOBUM omucoM. [IpoaHamizoBaHO NPUHIIUTIN
NO€HAHHS MOBHUX 1 BBYaJIbHUX MPEACTABIICHb, POJIb MEXAHI3MY YBarv Ta KOMIOHEHTIB
TpancopMmepa B MOJEIIOBAHHI CEMAaHTUKU TekcTy. OcoOnMBYy yBary MNpUAUIEHO
apxirektypam VQ-VAE-2 ta DALL-E, sKki iHTerpytoTh aBTOKOI€p 1 TpaHcPopmep st
CTBOPEHHS JIATEHTHUX KOJIB 1 CUHTE3y 300pakeHb. PO3INIsIHYyTO mepeBaru Takux
MOJeJIel, TX IHHOBAIII, a TAKOK KIIOYOBI OOMEKEHHS, OB’ A3aHl 3 00YHCIIIOBAIILHOIO
CKJIQHICTIO Ta BUMOT'aMH 10 JTaHUX.

VY tperbomy po3auti Oyino po3TsTHYTO apXITeKTypy TpaHCchopMepiB, sika CbOTOTHI
€ OCHOBOIO OUIBIIOCTI Cy4acHHX MoOJeNield TTMOMHHOTO HaBYaHHS, 30KpeMa CUCTEM
TeHepyBaHHS TEKCTY Ta 300paxkeHb. JleTaqbHO MpoaHali30BaHO KIFOYOBI KOMIOHEHTH
TpaHcopmepiB: Mpoliec TOKEH3allli, MoOyI0By eMOEJIIHTIB Ta MEXaH13M yBaru, IO
3abe3neuye 3JaTHICTh MOJENI BPaXxOBYBAaTH TJIOOAIbHUN KOHTEKCT MOCIIOBHOCTI
OcoOnuBy yBary mpuJIUIEHO TOKEHBAllll SK MEPBUHHOMY eTaiy 0OpOOKH TEKCTOBHX
JIAHHX, 1110 TIEPETBOPIOE PEUCHHS Y MOCTIOBHICTh YACIOBUX MPEACTABICHD. PO3ITIsHYTO
PI3HI TIIX0AM A0 TOKEHI3arii — BT MPOCTUX METOAIB A0 CKJIaaHMX anroputMmis BPE,
WordPiece Ta SentencePiece — Ta iX BIMB Ha OJaNbIINANA MPOIIEC MOCITFOBAHHS.

Y dgerBeproMy po3ainl  OyJ0  TMPEACTABICHO TMPOTPaMHy  peajizarliio
IHTENeKTyalbHOI CUCTEMHU TreHepalii 300paxeHb 3a TEKCTOBUM omucoM. Cucrema
HO€IHY€e TpaHC(OPMEPHUI TEKCTOBUH eHKojaep, nudysiiny moaens Stable Diffusion,
MOJIYJIb CYMEPPE3OIONi Ta MEXaHIBMU MOCTOOPOOKH, IO 3a0e3meuye OTpUMaHHS
JETATbHUX 1 BBYAJBHO SAKICHUX pe3yibTariB. 3aBlsiku BukopuctanHio XLM-R, LoRa-
ananraiii Ta 0araTOMOBHOI OOpPOOKM CHCTEMa KOPEKTHO Mpalio€ 3 YKPaiHChKUMHU
TEKCTOBUMH 3aITUTAMHU Ta MIITPUMY€E TOHKE HAJIAIITYBAHHS IMiJl CTHJII KOPUCTYyBaya.

B pe3ynbTari po3po0aeHO IHTENEKTyalbHYy CHCTEMY TeHepalli 300paxeHb I10
TEKCTOBOMY OTIHCY.

Ksamidikariitna po6ota mictute 79 ctopiHOK, 35 pucynkiB, 0 Tabmums, 41
BUKOPUCTAHUX JIXKEPEN Ta S J0IaTKIB.

Kiarouosi caosa: Diffusion Model, Transformers, GAN, U-Net, LoRA, Promt,
NLP.



ABSTRACT

to the qualification work by the student of the group 601m of Petro Mohyla Black Sea
National University

Skyba Oleh

«INTELLIGENT SYSTEM FOR GENERATING IMAGES BASED ON TEXT
DESCRIPTIONS»

Relevance. In today's world, digital technologies are developing at an extremely
rapid pace, which has a significant impact on various areas of human life. Digitisation
encompasses not only everyday processes, but also professional activities in the fields of
science, business, education and art. One of the areas that has been actively developing
recently is the automated generation of multimedia content, in particular images, based
on text descriptions. This approach significantly reduces the time and resources
traditionally spent on creating illustrations with the help of designers or artists, and
provides the opportunity to obtain high-quality results in the shortest possible time.

The object of the work is the process of generating images based on text
descriptions.

The subject of the work is methods, models and algorithms for generating images
based on text descriptions.

The aim of the work is to improve the efficiency of methods for generating images
based on text descriptions.

The work consists of a professional section. The explanatory note consists of an
introduction, four sections and conclusions.

In the first chapter, an overview of modern approaches to image generation based
on text description and the key technologies provided by — from natural language
processing to autocoders and transformer models was carried out. The advantages of
combining transformers and autocoders to model the relationship between textual and
visual representations are identified, and alternative generative architectures are analyzed.



In the second chapter, the peculiarities of the use of transformers in the task of
generating images based on a textual description were considered. The principles of
combining linguistic and visual representations, the role of the attention mechanism and
transformer components in modeling text semantics are analyzed. Special attention is paid
to the VQ-VAE-2 and DALLE architectures, which integrate the autoencoder and
transformer to create latent codes and synthesize images. The advantages of such models,
their innovations, as well as key limitations related to computational complexity and data
requirements are considered.

The third chapter examined the transformer architecture, which today forms the
basis of most modern deep learning models, particularly text and image generation
systems. The key components of transformers are analyzed in detail: the tokenization
process, the construction of embeddings, and the attention mechanism that ensures the
model's ability to take into account the global context of the sequence. Special attention
IS paid to tokenization as the primary stage of text data processing, which turns sentences
into a sequence of numerical representations. Different approaches to tokenization of —
are considered, from simple methods to complex algorithms of BPE, WordPiece and
SentencePiece — and their influence on the further modeling process.

In the fourth chapter, the software implementation of the intelligent image
generation system based on the text description was presented. The system combines a
transformer text encoder, a Stable Diffusion model, a superresolution module and post-
processing mechanisms, which ensures detailed and visually high-quality results. Thanks
to the use of XLM-R, LoRa adaptation and multilingual processing, the system works
correctly with Ukrainian text requests and supports fine-tuning according to user styles.

As a result, an intelligent system for generating images based on a text description
was developed.

The qualification work contains 79 pages, 35 figures, 0 tables, 41 sources used
and 5 appendices.

Keywords: Diffusion Model, Transformers, GAN, U-Net, LoRA, Promt, NLP.
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Kadenpa inTenexryansaux iHGopManiiiHuX cucteM
InTenekTyansHa cucTeMa reHepallii 300pakeHb 3a TeKCTOBUM OIHCOM

BCTVYII

VY cydacHOMY CBIiTI pO3BUTOK IU(PPOBUX TEXHOJIOTH BIIOYBAETHCS HAA3BUYANHO
MBUAKUMH TEMIIAMH, 10 ICTOTHO BIUIMBaE Ha pPi3HI cepu KUTTS JIFOJUHH.
JlkuTanizanis OXOIUIIOE HE JIMIEe MoOYTOB1 MpoIecH, a i mpodeciiiHy MISIIBHICTD Y
ramy3siX Haykd, OB3HeCy, OCBITH Ta MHCTeNTBa. OJHMM 13 HampsMiB, IO AKTUBHO
PO3BUBAETLCSI OCTAaHHIM YacoM, € aBTOMaTH30BaHa TEHepallisl MYJIbTUMEIIHHOTO
KOHTEHTY, 30KpeMa 300pakeHb, Ha OCHOBI TEKCTOBUX OoNKCiB. Takuii miaxin A03BOJISIE
3HAQUHO CKOPOTUTHU 4Yac 1 pecypcH, AKl TPaJULIMHO BUTPAYaAKOTHCS HA CTBOPEHHS
UTIOCTpallii 3a yd4acTi Ju3aiHepiB abo0 XyJOXKHUKIB, Ta 3a0e3redyye MOKJIMBICTh
OTPUMAaHHSI SIKICHOTO PE3yJbTaTy Y HAWKOPOTII TEPMIHU.

Oco0uBOi akTyaabHOCTI 1151 poOJieMa Ha0yBae B yMOBaxX CTPIMKOI'O PO3BUTKY
IITy4YHOT'O IHTEJEKTY Ta MAIMHHOTO HaBYaHHSA. 3aCTOCYBaHHS METOIIB OOpOOKH
npupoaHoi MmoBH (NLP) y moennanHi 3 ramOOKMMu reHepaTUBHUMHE MOJICTISIMA, TAKUMU
K TeHepaTuBHO-3MaranbHi Mepexi (GAN) um audysiiiHi MOAEm, BIAKPHBAE HOBI
MOYJIMBOCTI JJI1 B3a€EMOJ JIIOAMHU 3 KOMI tOTepoM. OCHOBHUM BHUKJIHKOM €
HEOOXITHICTh HABYUTH CHUCTEMY aJCKBAaTHO IHTEPNPETYBATH TEKCTOBUW OMUC 1
TpancopmyBaTh HOTO y BIIMOBLIHE 300pa)K€HHS, IO BIIMOBIIAE OYIKYBaHHIM
KOPHUCTyBaya.

[Ipouec reHepartii 300pakeHb 3a TEKCTOBUM OIMMCOM CKJIQJAETHCA 3 KUIBKOX
eramiB. Criepiry TEKCT MEPETBOPIOETHCS Y UYUCIOBE MPEICTABJICHHS 32 JOMOMOTOIO
MOJIeJIe BEKTOpH3alii 9u TpaHC(OpPMEpPHUX apXITeKTyp, sKi 37aTHI BpaxOBYBaTH
CEeMaHTWYHI Ta KOHTEKCTyalbHI 3B’SI3KM MDK cjoBamMu. Jlami Il TpeacTaBIICHHS
BUKOPHUCTOBYIOTHCS SIK BXITHI JIaHI JJI1 TeHEPaTHBHOI MOJICII, III0 CTBOPIOE BI3yallbHE
300pakeHHs. Y BHITAJKy TEHEPATHMBHO-3MAaralbHUX MEPEXK TIeHepaTrop HaMaraeTbCs
noOyayBaTH peaicTUUHe 300pakeHHs 3a 3a/1aHUM OMHCOM, a JUCKPUMIHATOP OIIHIOE
Horo mpaBaoNnoAi0HICTh, CTUMYIIIOIOUH CUCTEMY JI0 BIOCKOHAJICHHS PE3YJIbTaTy.

CyuacHi MAX0au TaKkoX TependadaroTh 00’ €IHAHHS TEKCTOBHX Ta BI3yaJlbHUX
NpECTaBIeHb y CHUIBHOMY JIATEHTHOMY MPOCTOPI, IO Ja€ 3MOTY MOJIENi Kparie

y3roJ)KyBaTH OMKC 1 CTBOPIOBaHMN BB3YalbHHMI KOHTEHT. Taka IHTerpailisi 3Ha4HO
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Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

MIBUIIYE TOYHICTh Ta SIKICTh KIHIEBUX PE3YJbTaTIB, @ TAKOXK 3a0e3Meuye THYUYKICTh Y
3aCTOCYBaHHI TEXHOJIOTI B pBBHUX cdepax — Bif AU3ANHY Ta peKjaMu 10 OCBITH M
HAyKOBHUX BI3yaJTi3allii.

Omxe, reHepais 300pakeHb Ha OCHOBI TEKCTOBHUX OMNHCIB € CKJIQJIHOIO
MDKIUCIUILTIHAPHOO 3a7a9€et0, M0 MOEAHYE JOCATHEHHSI 0OpOOKU MPUPOIHOT MOBH,
KOMIT"FOTEPHOTO 30PY Ta INTMOOKOT0 HaBYaHHs. [1 PO3BUTOK BIIKPUBAE P CIEKTHBH I
CTBOPEHHS IHTEICKTyaJIbHUX CHCTEM HOBOTO TITOKOJIIHHS, 3JaTHUX aBTOMAaTHU3YyBaTH
npoIiec reHepallii KOHTEHTY Ta PO3MIMPIOBATH MOKIMBOCTI B3aEMO/Iii KOPHUCTYBAUiB 3
U(GPOBUMHU TEXHOJIOTISIMH.

O06’exT podoTH — TIpoIIeC TeHepallii 300pakeHb Ha OCHOB1 TEKCTOBOTO OIHCY .

IIpeameT pod0TH — METOA1, MOJIEHI Ta AITOPUTMHU IeHepartii 300pakeHb Ha
OCHOBI TEKCTOBOTO OIIHCY.

MeTa kBaidikaniiiHoi po6oTH osrae y minBHUIIeHHI ¢(PEKTUBHOCTI METOIIB
reHepailii 300paxeHb [0 TEKCTOBOMY OITUCY .

JIis moCsATHEHHS TOCTAaBJICHOI METH TependavaeThbCsi BUKOHAHHS HACTYITHUX
3aB/aHb:

— aHal3 Cy4YaCHUX METOJIB reHepailii 300pakeHb HEMPOHHUMU MeEpekXaMH Ta
Moenen nudysii;

—  OIJIJ ICHYIOUMX TEXHOJOTIA JJii 0OpOOKH TEKCTOBHX OIKUCIB MPUPOJTHOIO
MOBOIO;

— PpO3pOoOIICHHS apXITEKTypH CUCTEMHU JIUIS T'eHepallii 300pakeHb;

— peanarii APl gyt B3aeMo il 3 KOpUCTyBadeM;

— JIOCHIIKEHHS Ta MMPOBEICHHS HaBYaHHS MOJENl Ha BUOPAHOMY JaTaceTi;

— TECTyBaHHS Ta OLIHIOBAHHS AKOCTI pOOOTH IHTEJIEKTYalbHOI CUCTEMH.
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1 AHAJII3 ITIPEJMETHOI I'AJTY3I TA IOCTAHOBKA 3AJIAUI

Ha cydacHomMy erami pO3BUTKY INTY9HOTO IHTENIEKTY OJHIEI0 3 HAWOUIBII
aKTyaJIbHUX 3a/1a4 € aBTOMaTH30BaHa I'eHeparrist 300pakeHb Ha OCHOB1 TEKCTOBHX OTIHICIB
IPUPOTHOIO MOBOTO. Leit HarpsaMok oexHye MeTo1i 00poOKH TpupoHOi MOBH (NLP)
Ta KOMIT' FOTEPHOTO 30PY, CTBOPIOIOUH NIEPETYMOBH JUJIs IHTErpallii MOBHHX 1 BI3yaJIbHUX
JaHUX y eAUHOMY iH(popMaIiiiHOMy pocTopi. OCHOBHUM BUKJIIMKOM Y JaHIi raiy3i € He
JIMILIE TEXHIYHA KOPEKTHICTh MOOYA0BU 300paXKEeHHS, aJie il CTyMiHb BIATIOBIIHOCTI HOTO
3MICTY TEKCTOBOMY OIIMCY, @ TaKOX PI3HOMAHITHICTh 1 KPEATUBHICTh 3r€HEPOBAHUX
BapiaHTIB.

3 TOYKH 30py METOIB ITMOOKOT'O HaBYAHHSI, ChOTOTHI JJIs1 BUPIICHHS IMi€T 3a1a41
IIMPOKO 3aCTOCOBYIOTHCS AaBTOKOJEPU y TMOEAHAHHI 3  TpaHC(HOPMEPHUMHU
apXiTeKTypaMHu, IO 3a0e3neuyroTh ePEKTHBHE HAaBYAHHSI MOJENCH Ha BEIMKHX
MYyJIbTUMOJALHUX Ha0Opax JaHux. Bukopucrtanas tpanchopmepiB 103BOJSIE CHCTEMI
BpPaxoBYBAaTH KOHTEKCT 1 CEMAHTHUKYy TEKCTOBOTO OIHUCY, IO MiABHUIILYE TOYHICTbH
BIIOOpaXEHHsI 3MICTY Y BByallbHOMY pe3yibTari. [lapaienbHo akTUBHO PO3BUBAIOTHCS
MIXOAU Ha OCHOBI AU(y31MHUX MOJIeNieil Ta TeHepaTuBHO -3MaraibHux Mepex (GAN),
SIK1 IEMOHCTPYIOTh BUCOKI IIOKa3HUKH SKOCTI CUHTE3Y 300paxkens [2] [30].

Cnpobu peamBanii TeHepalii 300paXkeHb 3a TEKCTOBHM OMHCOM TaKOX
CIIPSIMOBaH1 Ha CTBOPEHHS apXITEKTYp, [0 KOMOIHYIOTh PO3MI3HABAIbHI Ta T€HEPATUBHI
KOMITOHEHTH y CIIUIBHOMY IIPOCTOPi IpeacTasieHs [1]. Takuii minxin 3a0e3meuye TiCHHMiA
B3a€EMO3B’ 130K MDK MOBHMMH Ta BI3YAILHUMH aCTIEKTaMU JTAHUX 1 JJO3BOJISIE JOCATATH
OUTBIIOT Y3TO/KEHOCTI MDK OMKUCOM Ta 3T€HEpOBaHUM pe3ynbTaToM. lle BimkpuBae
NEPCIEKTUBY ISl MIABUIIEHHA €(PEKTUBHOCTI IHTEIEKTYaIbHUX CUCTEM, OPIEHTOBAHHUX

Ha aBTOMATU30BaHC CTBOPCHHA KOHTCHTY.
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1.1 AnaJi3 npeamMeTHOI raaysi

OOpanmii miaxim g0 reHeparli 300pakeHb Ha OCHOBI TEKCTOBHX ONHUCIB 13
BUKOPHUCTAHHSAM aBTOKOJICPIB y MO€EAHAHHI 3 TpaHC(HOPMEPHUMH apXITEKTypamHu J1a€
3MOTy CTBOPIOBATH BI3yaJIbHUM KOHTEHT, III0 TOYHO BIIMOBIIAE 3aJaHUM CIICHApisIM a00
ommcaMm. Taka TEXHOJIOTI Ma€ MIMPOKUIN CIEKTP MPAKTUIHOTO 3aCTOCYBAaHHSI — Bif
BeOPO3p0oOKM Ta nojirpadii 10 rpapiyHOrO AU3alHY, pEKJIaMH Ta OCBITHIX PECYpPCIB.

ABTOKOJEpH HaIEKaTh N0 KJIaCy HEHPOHHUX MEpEeX, SKi HABUAIOTHCS
BIITBOPIOBATH BXIIHI JaHl Ha BuUXOAl. BOHM CKJIagaloTbCs 3 JBOX OCHOBHHUX
KOMIIOHEHTIB: €HKOJiepa Ta Jiekojaepa. EHkoep mepeTrBoproe BX1IHI 1aH1 Y KOMIIAKTHE
BEKTOPHE TIPEACTaBIIEHHS (JIATSHTHWM TMPOCTIP), TOAl SK JCKOJAEP BITHOBIIIOE
iHpOpMaIlIo 3 IOTO BEKTOpPA y BUIIIAI BUXIIHMX JaHUX. Y KOHTEKCTI T€Heparli
300paXeHh aBTOKOJEPH JO3BOJIIIOTh CTBOPIOBATH PEATICTHUYHI BI3YyalbHI 00’ €KTH Ha
OCHOBI1 TEKCTOBHUX OTIMCIB, 30€pirarouu KJIF0Y0B1 03HAKHU BIATIOBIIHOCTI MDK MOBHHUMH Ta
BI3yaJIbHUMH JaHUMH [4].

TpanchopMmepu, CBO€O YEprorw, € apXIiTeKTypol HEHPOHHUX MEPEXK, III0
Oa3yeTbCcsi Ha MeEXaHBBMI yBarm Ta CHEUIAbHO po3poljeHa 1 podoTH 3
TOCITIOBHOCTSIMH, 30KpeMa TEKCTOM. IXHbOIO OCHOBHOIO MEpPEBArol0 € 3aTHICTH
MOJICTIOBATH JIOBIOCTPOKOBI 3aJEKHOCTI y JaHMX, IO POOUTH iX HaA3BUYANHO
e(peKTUBHUMU JJIsI OOPOOKH MPUPOJIHOI MOBHU Ta (POPMYBaHHS CEMAHTUYHO OaraThx
BEKTOPHHUX MPeACTaBIcHb [17].

[Iporec renepaitii 300pakeHb Ha OCHOBI JAHOTO MITXO0y YMOBHO MO>KHA ITOIUTATH
Ha J[Ba €Tally: €Tall HaBYaHHS Ta eTar reHeparlii. Ha eram HaBuaHHS MOJENb OTPUMYE
napu «TEKCT—300paXEeHHs, A€ TEKCTOBI OMMCU OOpOOJSIOTECS EHKOJEpOM 1
MIEPETBOPIOIOTHCS Y BEKTOPHI MpeicTaBieHHs. L{i BeKTOpU mepenaroThbCs AEKO APy, STKUM
HABYAETHCS BIATBOPIOBATH BIIMOBIIHI 300pakeHHsI. Y Mporiieci HaBYaHHs (POpMyeThCs
3B’ 30K MDK TEKCTOM Ta BI3yaJJbHUM KOHTEHTOM, IO JO3BOJIIE CUCTEMI OTIAaHOBYBATH
npuniuny redepani [3]. Ha erami renepartii HOBi TEKCTOBI OTIMCH MOJAIOTHCS HA BXIT

€HKOJIepy, KUl (QOopMye JaTeHTHE MPEACTABJICHHS, MICJA YOTO JEKOJEp CTBOPIOE
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BIINIOBITHE 300pakeHHS. TakuM YMHOM 3a0€31eIY€ETHCST MOMKIIUBICTh AaBTOMATH30BAHOTO
CHHTE3Y BI3yaJIbHOTO KOHTECHTY 3a JOBUIbHUMHU TEKCTOBHMH OITHCAMH.

Takwuii migxiA MO€EaHYE TIEpeBaru aBTOKOIepiB y po0O0TI 3 BBYAILHUMH JaHUMH Ta
TpancopmepiB y MOJEIOBaHHI TEKCTOBOi iH(opmarli, 3a0e3rmeuyroun BHCOKY

e(EeKTUBHICTH MPOIIECY T'eHepallii 300pakeHb.
1.2 Natural Language Processing B «text-to-image»

VY mnporieci BUpIIEHHsT 3ajadl TeHepalli 300pakeHb 3a TEKCTOBUM OIKUCOM
KJIIOYOBY pOJIb BIIIrpaoTh Meroau oOpoOku mpupoanoi moBu (Natural Language
Processing). Came 1151 raiTy3b IITy4YHOTO IHTEJIEKTY 3a0e3Meuye MepeTBOPEHHS TEKCTOBUX
JTaHUX y CTPYKTYpOBaHI BEKTOPHI NPEACTaBICHHS, SKI Hamallli BUKOPHCTOBYIOTHCS
TEHEPATUBHUMH MOJCISIMHU JJIsI CUHTE3Y 300pakeHb. TakuM YHHOM, €(PEKTHBHICTH
cucTeMH «text-t0-image» 3HAYHOIO MIPOIO 3aJIeKUTh Bif TOYHOCTI M TOBHOTH 00POOKH
TeKkcToBOTrO omwmcy [9].

NLP — me HampsM IOTY4YHOTO IHTENEKTY, IO 3aiiMaeTbCcsl aHAIBOM 1
MO/IETIFOBAaHHSIM MPUPOTHOT MOBH 32 JOTIOMOTOI0 AJITOPUTMIB Ta MOJIeJIeH MAIIMHHOTO
HapuaHHs. Cdepa Horo 3acTOCYBaHHS OXOTUTIOE 3aBJIaHHs PO3YMIHHS TEKCTY, TeHepallii
HOBUX TEKCTIB, MAIIMHHOTO TMEpEeKIaay, CEMaHTUYHOTO aHali3y, pO3IMi3HaBAHHS
IMEHOBAaHUX CYTHOCTEH, a Tako>XK BHU3HAYEHHS €MOIIHHOTO TOHY (CEHTHMEHT-aHaII3).
Koxen 1B 1ux mIXOAIB M03BOJISIE TIMOIIE IHTEPIPETYBaTH 3MICT TEKCTY, IO
0e3mocepeaHbO BIUIMBAE HA SKICTh BIITBOPEHHS Bi3yadbHHX 00pa3is[9].

Oco0OnmBe 3HaYCHHS IS 331a41 TeHepallii 300pakeHb Mae CEMaHTUIHUN aHAII3,
OCKUIbKH CaMe€ BIH J03BOJISIE CUCTEMI PO3YMITH 3MICT OIKUCY, BPaXOBYBAaTH KOHTEKCT 1
KOPEKTHO CIIBBIIHOCUTH MOBHI €JEMEHTHM 3 BB3YaIbHHMMM O3Hakamu. BoaHouac
CUHTAKCUYHUN aHAN3 JI0MOMAarae CTPYKTypyBaTH TEKCT, IO BAXKJIMBO I TOYHOTO
BiI0OOpaXEHHs BITHOCUH MK 00’ ekTamu B 300pakeHHl. Takum ynHoM, NLP Buctymae
MIPOMDKHOTO JIJAHKOIO MDK TEKCTOM 1 T€HEPaTUBHOIO MOICILIIO.

Jlnst moOynoBHM IHTENEKTYalbHUX CHUCTEM «text-t0-image» ChOTOIHI IIMPOKO

BUKOPHUCTOBYIOTHCSI HEHPOHHI MEpexi, 30KpemMa TpaHchopMepHi apxiTekTypu. Bonu
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MaloTh YHIKQJIbHY 3/IaTHICTh MOJICITIOBATH JOBTOTPHBAN 3JICKHOCTI Y TEKCTI 3aBISKU
MeXaHi3MaM yBaru, 0 J03BOJISIE CUCTEMI BPaXxOBYBATH K JOKaJbHI, TaK 1 rI00anbHi
3B’ SI3KA MK CJIoBaMHU. BukopucTadHs TpaHchopMepiB y OETHAHH] 3 TEHEPATUBHUMU
mogemsimu (GAN, aBTokonepamu abo Audy3IMHUMH MOJEIIMH) 3a0e3Teuye BUCOKY
SKICTh CHHTE30BAHHUX 300pa)KE€Hb Ta IXHIO BUIMOBUIHICTh MOYATKOBUM TEKCTOBUM
onmcam[30].

Otxe, NLP € pyngameHTalIbHOIO CKJIaIOBOIO B CUCTEMAaxX reHepaitii 300paxeHsb 3a
TEKCTOM, OCKUIbKH came BOHO 3a0e3meuye ajekBaTHe Bi1oOpakeHHSI MOBHOT 1H(pOpMarti

y BByaJIbHOMY MPOCTOP1 Ta CTBOPIOE OCHOBY IJIi pOOOTH r'eHEPATUBHUX MOJIENCH.
1.3 ABTOKOAEPH

ABTOKOJIepHY HaJIeXKaTh J0 KJIACy HEHPOHHHUX MEPEX, OCHOBHHUM 3aBIaHHSIM SKUX
€ BIITBOPEHHS BXIIHMX JaHUX Ha BHUXOJI Ixus apXITeKTypa CKIATAEThCS 3 JIBOX
KJIFOYOBUX KOMITOHEHTIB — €HKOJepa Ta JeKojepa. EHkomep mpuiimMae BXIIHI AaHi Ta
NIEPETBOPIOE TX y KOMIIAKTHE BEKTOPHE MpPEACTaBICHHS (JIATEHTHUH KOJ), TOMI SK
JIEKOJIep PEKOHCTPYIOE BUXITHI 1aH1 3 IIbOT0 Koy (pucyHok 1.1). ¥V 3agadax renepartii
300pakeHb aBTOKOJACPH MOXKYTh OYTH HaBUaIbHI Ha Tapax «TEKCT—300paKEHHS, IO

JTI03BOJISIE€ BIATBOPIOBATH BI3yaJIbHUM KOHTEHT, MAaKCUMAaJIbHO HAOJIMYKEHUH 10 3a1aHOTO

ormcy[4].
_ CILIUTE EORpI
memory KIT Ha <EQS>
| R,
[ Encoder ] Decoder
t 1 T 1 t
the cat sits on the mat <EQS> <BOS> . CHIOIITS KGB]Ji
EIT HA

Pucynok 1.1 — Po6oTa encoder ta decoder
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OcHOBHa MeTa aBTOKO/IEPIB MOJISITae y 3HAX0KEHH1 €()eKTUBHOTO BiHOOpaskeHHS
JaHUX y mpuxoBaHomy mpocTopi. [lin yac HaBYaHHS €HKOJEP BUKOHY€E MEPETBOPEHHS

BXITHHUX JTaHUX (X) Y BEKTOPHE MPEICTABICHHS (Z):

Z = fenc (%) (1.1)

a JIEKOJIep BIJHOBIIOE HAOJMKEHE BIITBOPEHHS NaHUX (X') 3 BUKOPHUCTAHHAM

JIATCHTHOT'O KOAY:

x' = fdec (Z) (12)

Hapuanus aBTOKO€pa BiIOYBa€eThCs 3a MPUHLIMIIOM MiHIMBZali (yHKII BTparT,
sIKa 00YHMCIIIOE PI3BHUII0 MK BXITHUMU JJaHUMU (X) Ta iX BIITBOpeHHsIM (X'). 7151 boro
MO>KYTb 3aCTOCOBYBATUCS Pi3HI PYHKILii BTpaT, 30KpeMa CepeIHbOKBAIPaTHIHA TOMUIIKA
(MSE) abo nepexpecHa entporis. OntuMizallis apameTpiB BAKOHYETHCS 3a JOTIOMOTOIO
ITOPUTMIB TPAJIIEHTHOTO CITyCKY Ta Horo moaudikariiii [6].

3aBAsSKM CBOIM apXITEKTypl aBTOKOJIEPU MalOTh IIMUPOKHUMA CHEKTP 3aCTOCYBAHb:
CTUCHEHHS Ta BIJHOBJICHHS IAaHUX, BUJIUICHHS O3HAK, BHUSBJICHHS aHOMAJIM, a TaKOX
TeHepallis HOBUX MPUKIAAIB naHuxX. Y cdepl reHepaili 300pakeHb BOHH YacTo
BUKOPHUCTOBYIOTBCSI K 0a30B1 Mojeni ab0 K CKJIaJ0Bl YaCTUHH OUIbII CKIIAQJTHHUX
apXiTeKTyp, Hampukiaa, y KoMmOiHamii 3 TpaHcpopMepaMu YH T'E€HEPATUBHO-
3MarajJbHUMU MepexkaMu. Lle 103Boise No€IHYBaTH MOKIIMBOCTI aBTOKOAEPIB Y poOOTI
3 JJATEHTHUMU [TPOCTOPAMHU 13 3JaTHICTIO IHIIMX MOJIEel 3a0e31euyBaTi KPEaTuBHICTh
Ta BHCOKY SIKICTh 300paKeHb.

VY cydacHMX JOCHUIKEHHSIX aKTHBHO 3aCTOCOBYIOTHCS P13HI MoAHQIKALlil
ABTOKOJIEPIB — 3rOPTKOBI, PEKYPEHTHI Ta TpaHC(HOPMEpPHI, 110 T03BOJISIE aIANTyBATH 1X
70 cuenu(piYHUX TUITB JAaHUX Ta IMIBUIIYBATH SAKICTh TeHEpalli 300pakeHb Ha OCHOBI

TEKCTOBHX omuciB [4].
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1.4 Tpauncdopmepn

Tpanchopmepn — 1e apXireKTypa HEHPOHHHUX MEpEeX, IO TPYHTYEThCS Ha
MEXaHI3MaxX yBarw Ta OPIEHTOBaHa Ha e()EKTHBHY OOPOOKY IMOCTITOBHOCTEH IaHUX,
30Kpema TeKcTy. Briepiie Bonu Oynu npenctasieHi y poooTi « Attention is All You Need»
y 2017 poui Ta 3 Toro yacy cranu (yHJaMEHTOM CY4acHHX pillieHb Yy cdepi 00po Oku
OPUPOAHOI MOBH. 3aBISKH CBOTM THYYKOCTI TPAHC(POPMEPH YCIIIIHO 3aCTOCOBYHOTHCS i
y 3a/1a4ax reHepaiii 300pakeHb 3a TEKCTOBUM onrcoM (text-to-image) [10].

l'omoBHa mepeBara TpaHcopMmepiB TMOJSTaE y 3JaTHOCTI MOJEIIOBATH
JOBFOTPUBANI 3aJIKHOCTI MDK €JIeMeHTaMH TekcTy. lle ocoOmmBO BaKiIMBO MpH
re’epaitii 300paxeHb, OCKUTbKU MOJENIb IOBUHHA BPaXOBYBATH HE JIMILIE OKPEMI CJIOBA,
a ¥ 1XH1 3B’ I3KM Ta KOHTEKCT Y IIJIOMY.

OCHOBHI KOMIIOHEHTH TpaHC(popMepa BKITIOYAIOTh:

— MexaHidM yBaru (Attention Mechanism): 103BoJIsI€ MOJIEMI BUAUIATH KIFOYOBI
YaCTUHU TEKCTY, 110 MAIOTh HAHOUIbIIe 3HAYCHHS I (JOPMYBaHHS 300payKEHHS,

— KoayBallbHI Ta AekoayBaibHI mapu (Encoder 1 Decoder): komyBainbpH1 O0KH
NEPETBOPIOIOTh TEKCTOBHUM OIMHUC y BEKTOPHI MPECTABICHHS, a JEKOAyBaJbHI OJOKHU
BUKOPHUCTOBYIOTH 11l MPEICTABICHHS JJIs T€HEpaIlii 300payKeHHS

— mno3wuriiHe koayBaHHs (Positional Encoding): mogae iHopMmaiiiro mpo mopsaox
CJIB, IO HEOOXITHO AJIs 30€PEKEHHS CTPYKTYPH TEKCTY;

— renepatuBHui  nekoaep (Generative Decoder): BukoHye 10O0YyI0BY
300pakeHHs, BPaxOBYIOUH KJIFOUOBI CJIOBA Ta (ppa3u 3a JOTIOMOTOI0 MEXaHI3MY YBaru.

Jlo OCHOBHUX THIIIB IIAPiB Y TpaHcpopmepax BimHOCAThCA (puc. 1.2):

— Embedding Layer — meperBoproe TOKEHHM y BEKTOpHI mpeactaBieHHs. lle
J03BOJISIE MOJIEN IPEICTABISATH CJIOBA Y IPOCTOP1 3 HU3bKOPO3MIPHHU BEKTOPAMHU;

— Positional Encoding Layer — BpaxoBye MopsIOK CJiB y MOCHITOBHOCTL BiH
pO3B’s13y€e npodeMy Oe3MocepeHLOr0 BpaxyBaHHs MOPSAKY CHIB y TpaHC(hopMepax;

— Multi-Head Attention Layer — mozemoe B3a€MO3B’I3KH MDK CjloBaMu. BiH

00YHCITIOE BaroBaHy CymMy 3HA4YCHb BKJIQACHHS JJII KOKHOI'O CJIOBA,
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— Feedforward Layer — 3a6¢e3meuye He3anekHy 00p0oOKy IpeaCcTaBIeHb KOKHOTO
cioBa. BIH 3acTOCOBYE MOBHICTIO 3B’ 3aHUAN MIAp 0 KOXKHOTO IMO3HUIITHOTO BEKTOpa
OKPEMO, L0 TO3BOJISIE€ MOJIEN HE3AJISKHO 00pOOIATH KOXKHE CJIOBO B PEUEHHI;

— Normalization Layer — crtaOuti3ye npoiiec HaBYaHHS IS KOXHOT'O 3 BHIIEC
nepepaxoBaHUX IIAPIB Ta MPUCKOPIOE 30DKHICTh MOIEII.

Output
Probablities

Softmax

H-

Add & Norm <+

Feed
Forward

|

Add & Norm <

> Add & Norm Multi-Head

Attention Nx
Feed

Forward

C

Nx _'t Add & Norm <
Add & Norm 2 =
(] Masked
Multi-Head
Attention

Multi-Head
Attention

p" -4

o

O 1)

A —— — 4
Positional ®_<;> @@ Positional
Encoding Encoding

Input Outputs

Embedding | Embedding

I

Inputs Outputs

(Shifted right)

Pucynox 1.2 — Apxirektypa Tpancgopmepa

JonatkoBi moaudikaiii apxirektypu (Hampukian, block-level attention um
CIIemiai30BaHi1 3’ €THAHHS) JI03BOJIIOTH IMIIBUIIYBATH SIKICTh MOJEITIOBAHHS 3aJICKHO
Bil KOHKPETHHX 3a/1a4.

Y cydacHuX cucTemMax TeHepailii 300pakeHb 3a TEKCTOM TpaHchopmepu
BUKOPUCTOBYIOTHCSI SIK KIIFOUOBHMM eneMeHT apxirekTypu. Cepen HaWBIIOMIIINX
npuKiIaaiB MoxHa BinzHauntn DALL-E, Artbreeder, Runway ML, DeepAi Text to Image
APl Ta iHmon pimweHHs, $KI JAEMOHCTPYIOTh BUCOKHMI PIBEHb PEATICTUYHOCTI Ta

pI3BHOMAHITHOCTI pe3yabTaTiB [12].

2025 p. Ckuba Omer



12

Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

1.5 Generative Adversarial Network

I'enepatuBHO-cynepHuIbKi Mepexi (GAN, Generative Adversarial Networks) — 11e
KJIaC HEMPOHHUX MEPEXK, 10 CKIIAIAI0ThCS 3 IBOX B3a€EMOIOMOBHIOIOYUX KOMITOHEHTIB:
reHeparopa Ta JUCKPUMIHATOPA, sIK1 3MararoThCs MDK COOO0F0 y IpoI1ieci HapJyaHHs. Takui
niaxig 40 reHepanii qaHux OyB 3amponoHoBanuil y 2014 poui B po6oTi «Generative
Adversarial Networks» 1 IBUJKO CTaB OJHIEIO 3 KIFOYOBUX TEXHOJIOTIH JJIsI CUHTE3Y
300paXxeHb, TEKCTY, ayaio Ta IHIIKMX THIIB JaHuX [2].

[Mpunmun po6ot GAN TIpyHTyeTbCS Ha MPOTUCTABJICHHI JBOX MoOJeNed —
reHepaTop CTBOPIOE HOBI AaHi (HApUKIIAA, 300pakeHHs ) Ha OCHOB1 BUIIAJIKOBOTO LITyMy
ab0 BEKTOPHOTO INPEACTAaBJICHHsA. VOro 3aBJaHHS — BUPOOWTH TaKi NMPHUKIANH, SKi
MaKkCUMaJIbHO HAOMKEHI 10 pealbHHX. JIMCKPUMIHATOP BHUKOHYE POJb «CYIID,
PO3PBHIIOUM CHpaBXHI JaHI 3 HaBYAJHLHOTO HAOOpPY Ta CHUHTCTHYHI, CTBOPCHI
reneparopoM. Moro Mera — MiHIMBYBaTH HMOBIPHICTh HOMMIKOBOI KIacudikarri.

VY nmporeci HaBuaHHS 00UABI MEPEXK1 BAOCKOHAMIOIOTHCS: TEHEPATOP HABYAETHCS
00MaHIOBAaTU JUCKPUMIHATOpP, a JUCKPUMIHATOp — Kpalle po3Mi3HaBaTh MIIPOOKH.
Takuii 3MaraJibHUM TPOIEC MPU3BOAUTH JIO0 TOCTYIMOBOTO TIIBHUIIEHHS SKOCTI
CUHTE30BaHMX JIAHUX.

Oyukuig BTpaT y GAN 01HOYACHO BUKOPUCTOBYETHCS JJIs1 000X KOMIIOHEHTIB.
['eneparop — HelipoHHA Meperka, 1110 MPU3HAYEHA I TeHepallii HOBUX JIaHUX, 10 CXOXKI1
Ha Ti, III0 MICTATHCS B HaBYAIbHOMY HAOOp1 Ta MparHe MIHIMI3YBaTH HMOBIPHICTH TOTO,
110 OoTo pe3yapTatu OyayTh KiIacu(ikoBaHi IK CHHTETHYHI. [ 'eHeparop mae 5 mapis. Bl
npuiiMae Ha BXO/1 BUMIAJIKOBUI IIIyM Y 1HILI BEKTOPHI MPEACTABICHHS 1 IEPETBOPIOE 1€
B 300paXeHHs, TEKCT a0 iH1i aaHi [35].

JluckpumiHaTop — HEWPOHHA MEpEXa, sIKa BUKOPUCTOBYETHCS IS KilacuiKarlil
CIPaBXHIX a00 CHHTETUYHUX BXITHUX JaHUX Ta MparHe MaKCHUMI3yBaTh TOYHICTh
iXHBPOTO pO3Mi3HaBaHHs. JJMCKPUMIHATOP TAaKOXK CKIATAEThCs 3 S mapis. BiH HaBuaeThCs
PO3PIBHITH MDK CIIPaBKHIMHU Ta CHHTETUIHUMU JTAHUMHU.

Croromui GAN mMpOKO 3aCTOCOBYIOTHCS Yy cdepi reHepaiii 300pakeHb 3a

TeKCTOBUM ommcoM. OpHiEO 3 HalBimoMmimmx wmojened mporo tuimy € DALL-E,
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po3pobaeHa OpenAl. Bona 3matHa cTBOpIOBAaTH YHIKAIbHI i KpeaTHBHI 300payKEeHHS
HaBITh 3a CKJIJJHUMH Ta HECTAHAAP THUMH TEKCTOBUMH 3alIUTAMHU.

Apxirtektypa DALL-E Bkirodae reHepatop, sSIKHi MepeTBOPIOE TEKCTOB1 OMHCH Y
BIIMOBITHI 300pakeHHsA. Bimomo, 10 MOJeIh BHUKOPHCTOBYE  KOMOIHAIIIO
TpaHcpopMepHHX OJIOKIB Ta MEXaHI3MIB yBaru, 1o 3ade3neuye eheKTUBHY B3a€MOII0
MDK TEKCTOM 1 300paxenHsiM. [lompu Te, Mo BCi TEXHIYHI A€Talll apXITEeKTypu HE Oyiu
HOBHICTIO PO3KPUTI, BITOMO, 1110 DALL-E BUP1BHAETHCS BUCOKUM PIBHEM Y3T0JKEHOCTI
Ta TBOPUYOCTI IpH NOOY10BI B3yaIbHOT'0 KOHTEHTY [17].

OcoOnuBICTIO 1i€T MOJENI € 3AaTHICTh 10 T'eHepallii He JIMIIEe peaiCTUYHUX, a |
danTa3iiinux ciieH. Harpukian, BoHa MOKe CTBOPUTH «OYAUHOK y GOpMI TraHTCHKOTO
KPOKO1Ia» a00 «KIIMIKY 3 TICTa» Ha OCHOBI 3BUYAHOTO TEKCTOBOTO onmucy. Lle poouTh
DALL-E npukmnagom kpeatuBHOoro 3actocyBanusi GAN i tpanchopmepiB y chepi text-

to-image.
1.6 lopiBHsinHA apXxiTekTypu TpaHchopmepis Ta GAN

Tpanchopmepu Ta reHeparuBHO-cynepHHUIbKI Mepexi (GAN) Hanexarb 110
Cy4acHHUX apXiTeKTyp HEMPOHHUX MEpPEX, MPOTe KOXKHA 3 HUX Ma€ CBOI IMepeBaru Ta
cepu 3acTocyBanHs. TpaHchopMepy BUSBUIUCS OCOOTMBO €PEKTUBHUMH Y 3aBJIaHHIX
00poOKH MPUPOTHOT MOBH, 30KpEMa y MAIIMHHOMY TIePEKJIa i, TeHeparlii TeKCTY TaHoro
ceManTuuHOMY aHani3i[13]. xus romoBHa mepeBara mossArae y 37aTHOCTI MOJEIIOBATH
JOBTOTPHUBAI 3aJICKHOCTI Y TMOCTITOBHOCTSIX, IO J03BOJISIE BPaXOBYBAaTH KOHTEKCT
HaBITh Ha BEJIMKUX BIICTAHIX MDK CIIOBaMU. 3aBASKA BUKOPUCTAHHIO MEXaHI3MY yBaru
TpaHcopMepHu 34aTHI €PEKTHBHO TMpalfoBaTU 3 PIBHUMH THUIIAMU JaHUX, a iX
apXIiTeKTypa JT03BOJISIE 3[IMCHIOBaTH OOpOOKY MOCHimoBHOCTeW mapanensHo [2]. Lle
3a0e3nedye BUIIy IIBUAKICTh HABUaHHA Ta reHepauli y nopiBHsHHI 3 GAN, e npouec
4acTo € OUThIIT 0OMEKEHUM 1TI0B’ SI3aHMM 13 p0OOTOI0 3 JTaHUMU (PIKCOBAHOT PO3MIPHOCTL

[Ile oHIEI0 BAXKIMBOIO XapaKTEPUCTUKOIO TPaHCPOPMEPIB € BITHOCHA MPOCTOTA
HaBuyaHHsi. Ha Biaminy Bim GAN, ski moTtpeOyloTh pPETEIbHOTO HAJIAITyBaHHS

rinepnapaMeTpiB Ta 3aCTOCYBaHHs CIELIAIbHUX METOJIUK cTaduI3allii, Tpanchopmepu
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JEMOHCTPYIOTh OUTbII Niepei0adyBaHy Ta CTa0UTbHY 30DKHICTH M Yyac TpeHyBaHHs. Lle
POOUTH TX JOCTYIHIIIMMHU JJIsI IIMPOKOTO KOJIa 3aB/IaHb, BKIIOYAIOYH HE JIUIIE POOOTY 3
TEKCTOM, aJie 1 13 300paXEeHHAMU Ta HITMMHU BHIaMH TaHHX.

Boanouac GAN 3aiuiiaioThCsi HaA3BUYAWHO IIHHUMHU B THX BHIIAJKaX, KOJH
KPUTHYHOIO € PealiCTHUHICTh Ta JeTali3allis 3reHepOBaHOr0 KOHTEHTY. IXHs yHIKalbHa
OCOOJMBICTh MOJATAE y KOHKYPEHIlI MDK T€HeparopoM 1 JUCKPUMIHATOPOM, IO
J03BOJISIE JOCATAaTH BUCOKOTO PIBHS MpaBaoNoOAIOHOCTI pe3ynbratiB. Lle ocoOmuBo
NOMITHO y 3aBJIaHHSX reHepailii 300paxenb, 1e GAN 3/1aTHI CTBOPIOBATH BI3yaJIbHO
HAcCW4YeHi Ta npaBaonoAioHi npukiaau. [IpoTe iX BUKOpHUCTAHHA MOB’sI3aHE 3 HU3KOIO
00MEXEHb: CKJIQIHICTIO HAaBYaHHS, MOMJIMBICTIO BUHUKHEHHSI MOJAJILHOTO KOJIATCy Ta
MIOSIBOIO IIIyMIB Y 3T€HEPOBAHUX 300paKCHHSX.

Takum yMHOM, KO’KHA 3 PO3IIIIHYTUX apXITEKTYp Ma€ CBO1 CHJIbHI CTOPOHH Ta
cnabki wmici. Tpancdopmepu Kparie mMAXOASITh 1 POOOTH 3 TEKCTOBHMH Ta
MOCTAOBHICHUMH JTAHUMH 3aBJISIKU YHIBEPCATBHOCTI Ta CTa0UThbHOCTI HABYAHHSI, TO1 SIK
GAN 3aymmaroTbCsl BaXIMBUM IHCTPYMEHTOM Yy THUX cepax, 1€ Ha Nepluid IUIaH
BUXOJIUTh PEATICTUYHICTh 1 BUPA3HICTh CUHTE30BAHOTO KOHTEHTY. BuOip MDK IUMU
apXITeKTypaMy BHU3HAYA€THCSA KOHKPETHUMH BHUMOTAaMH 3aj/1ayi, XapakTep UCTUKAMHU

HaBYAJIbHUX JaHUX Ta PECYPCHUMHU MOKIIMBOCTAMMH.
1.7 Mexani3m camoyBaru B TpaHc@opmepax

Mexanidm camoyBaru (self-attention) € IeHTpaJbHHM €IEMEHTOM apXITEKTypH
TpaHchopMepiB 1 BAKOHYE KITIOUOBY POJIb Y iX 34aTHOCTI MPAIIOBATH 3 TOCIIIOBHUMU
nauuMu. Moro ocHOBHe 3aBJaHHs IOJISTAE Y TOMy, 06 HAZaTH MOJETi MOKIMBICTD
3BEpPTAaTy yBary Ha pi3HI YaCTUHHU BXiAHOI MOCIIAOBHOCTI IpU (HOPMYBAHHI KOKHOTO
€JIEMEHTa BUXOJY. 3aBASKH IIbOMY MOJI€NIb BPAaXOBYE SK JIOKaJIbHI, TaK 1 TJIOOAIbHI
3QJIKHOCTI MDK CJIOBaMU UM IHIIUMHU 00’ €KTaMH, 0 pOOUTH camMOyBary OCHOBOIO
ycnixy TpancdopMepiB y 3aBJaHHSIX 0OpOOKH MPUPOJAHOT MOBHU Ta HIIMX cepax, 1e

BaXJIMBO TpaIioBatu 3 koutekctom [10].
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OyHKITIOHYBaHHS IIbOTO MEXaH3My TIDYHTYETbCSI Ha TPhOX OCHOBHHUX
KOMITOHEHTAX:

— 3amutu (Queries) — BU3HAUAIOTh, HA AKY 1HGOPMAILIIO CJIIT 3BEPHYTH yBary;

— wmnoul (Keys) — nmomomaraioTh CHIBBITHOCUTH 3allUTA 3 PEJIEBAHTHUMHU
CIIEMEHTAMU;

— 3HaueHHs (Values) — mMicTaTh pakTHuHy 1HPOpPMAILiO, 110 BUKOPUCTOBYETHCS
JUI1 00YMCIIEHD.

Koxen emeMeHT BXITHOT IMOCIITOBHOCTI TIEPETBOPIOETHCS B 11l TPM BEKTOPH 3a
JOTIOMOT010 OKPEMUX JIHIMHUX MepeTBOpeHb. [lani BUKOHYETHCSI OOYMCIICHHS Bar yBari.
JIJ1s IbOTO KOYKEH 3aIUT MOPIBHIOETHCS 3 yciMa KITFOYaMu 3a JOTIOMOTOI0 CKAIAPHOTO
NO00YTKYy, a OTpUMaHI Pe3yJbTaTH HOPMAIBYIOTHCS 3a JOMOMOTrow (pyHkii softmax.
Taka omepariiss J03BOJISIE BU3HAYWTH, SIKI YACTUHU BXUIHMX JaHUX € HAHOUIBIIT

peJIEBaHTHUMH JIJISE TOTOYHOTO EJIEMEHTA.
. QKT

Attenction(Q,K,V) = softmax(F)V (1.3)
k

ne Q — MaTpwIIs 3aIuTiB;
K — Marpuns KiroyviB;
V — marpuld 3Ha4eHb;
dk — pO3MIPHICTh KJIFOYIB.

[Ilo6 yHHKHYTH 3aHAATO BEIMKUX 3HAYCHB 1 CTAOUTI3yBaTH HAaBYAHHS, CKAISIPHUI
T00YTOK JOJAaTKOBO MacIITa0y€eThCS HA Vd (me dx — po3mipHicTh KimrouiB). et mimxin
BiTOMMUIA sIK MaciraboBaHa ToukoBa npoaykits (Scaled Dot-Product Attention).

[Ile ogHUM BaXXJIMBUM PO3IIMPEHHIM € MYJIbTUTOJOBUM MEXaHI3M yBaru. BiH
nependavae, M0 OJHOYACHO BUKOPUCTOBYETHCS KUIbKA «TOJIBY» yBaru, KOXHa 3 SIKHX
(dopmye BiacH1 Baru Ta pe3yibTatu. [IoTiM yci BOHH 00’ € AHYIOTBCS 1 IPOXOASTh Uepe3
JNOAATKOBUM JMHIMHUE 1map. Takuid miaxig 103BOJISIE MOJIEN HaBYaTUCS OJIpa3y pI3HUM
TUTIAM 3JIKHOCTENW MDK €JIEMEHTaMHM TOCJIIOBHOCTI Ta BIIOBIIFOBATH IIUPIIAMA CTIEKTP
iHpopMmartii.
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MultiHead(Q,K,V) = Concat(heady, ..., head,)W° (1.4)

ne head; = Attention(QWQ, KWK, VW,VY);
WO — niniiinuii map 1511 00’ €THAHHS pe3yJIbTaTiB.

[lepeBarn MexaH3BMY caMOyBard MOSICHIOIOTH HOTO TOMYJSIPHICT 1 IIMPOKE
3aCTOCYBaHHS:

— nmapajenbHa o0poOKa — Ha BIAMIHY Bil peKypeHTHUX Mepex, self-attention
JI03BOJISIE OJTHOYACHO TMPAIfOBaTH 3 yciMa eleMeHTaMM, [0 3HAYHO MPHUIIBUIIYE
HaBYaHHS;

— THYyYKe BpaxyBaHHS KOHTEKCTY — MOJIeJIb MOKe (POKYyCyBaTuCs Ha OyIb-SIKUX
YaCTHHAX ITOCJIOBHOCTI HE3aJIEKHO BiJl 1X BIICTaHI;

— MacmTabOBaHICTh — apXITEKTypa TpaHC(OpPMEpIB JIETKO 3aCTOCOBYETHCS 10
BEIMKUX HAOOpIB JaHWX 1 MOJXKE PO3IIMPIOBATUCS JO MOJEICH 13 MUIbSIpJIaMU
napameTpiB.

MexaHi3M  camMoyBard € KPUTHUYHMM KOMIIOHEHTOM  TpaHchopMepiB,
3a0e3neuyroun eeKTUBHY Ta THYYKYy 0OpOOKY MOCIIIOBHOCTEN AaHUX, 110 POOUTH iX
Ha/I3BUYAMHO MOTYKHUMH JJIS1 pI3HUX 33/1a4 y rainy31 00poOKy NpUpOIHOT MOBH Ta 03a
Hero [10].

[IpakTryHE 3aCTOCYBAaHHS MEXaHI3MY CaMOYBaru OXOTUTIOE SIK 3aBJIaHHS 00pOOKHU
NPUPOJHOT MOBH, TaK 1 IHIII ramy3i mTy4Horo iHtenekry [21]. Hanpukian:

— Y MalIMHHOMY TMepeKiaJl BiH BUKOPUCTOBYETHCS B OPUTIHAIBHIA MOJENl
Transformer — oauH 3 HaWBIIOMINIMX MNPUKIAAB, € MEXaHi3M CcaMOyBaru
BUKOPUCTOBYETHCS JIJIsl TIOKPAILCHHS MEPEKIaay TeKCTy 3 OJIHiEl MOBU Ha iHIIy. Bix
3aMIHMB PEKypeHTHI HelpoHH1 Mepexi Ta LSTM 3aBisku 31aTHOCTI MOJEIIOBATH
JIOBTOTPUBAIIL 3AJTICKHOCTI;

— y reHepari TEeKCTy MeXaHi3M peanizoBaHuil y mojensix GPT, siki cTBOPIOIOTH

3B’ SI3HUH Ta OCMHUCJICHUH TEKCT Ha OCHOBI 3371aHOT0 KOHTEKCTY. GPT-5 € OumbimoTyxaa
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Bepcit GPT, mo BUKOpUCTOBYE TMOIIN apXITEKTypH Ta OUThbII HAOOpH JaHUX JIJIsS
MOKpAaIIEHHS IKOCTI Ta KPEaTUBHOCTI TeHepallii TEKCTY;

— Y aHaI31 TOHAIHHOCTI caMoyBara 3acTocoByeThesl B apxitekTypi BERT, mio
BpPaxoOBY€ KOHTEKCT OJHOYACHO 3J1iBa 1 CIIpaBa Bijl CJIOBA, 3aBJISIKU YOMY JOCATAETHCS
BHCOKA TOYHICTh KJIacH(iKailii;

— Yy pe3IOMYyBaHHI TEKCTIB 1€l MeXaHi3M BUKOpUCTOBYIOTh Mojiesi BERTSUM 1
PEGASUS, saxi BUAULIIOTH KIIOYOBY IH(OpMALIO Jii CTBOPEHHS Yy3araJlbHEHUX
Buknaais. BERT 3acTocoBye MexaHni3aM camoyBaru i1 BUOOPY HAMBaKIIMBIIINX YaCTUH
TEKCTy, 10 MOBUHHI Oyt BKimoueHl B pe3stome. PEGASUS BukopuctoBye MexaHizsm
caMOYBaru Jijist pO3yMiHHSI KOHTEKCTY Ta BUAUICHHS KIIOUOBHX PEUYEHb B TEKCTI,

— Y BIINOBIISX Ha 3aNUTaHHs camoyBara fonomarae mojaeiisim BERT, RoBERTa
SAKi BUKOPUCTOBYIOTH CaMOyBary JUis pO3YMIHHS 3allUTaHHS Ta 3HAXOKCHHS
BIINOBITHOT 1HpopMalli B TeKCT. BOHM MOXyTh TOYHO BIAINOBICTA Ha IWTAHHS,
0a3yro4uCh Ha KOHTEKCTI HAJAHOTO TEKCTY. TaKoX JaHU MEXaH13M BUKOPUCTOBYETHCS
B 15 nama paux NLP 3amad, BKIOYarouW BIANOBIAlI HA TMWTaHHSA, J€ camoyBara
JI0TIOMara€e BpaxoBYBaTH KOHTEKCT 3alIUTAHHS Ta TEKCTY;

— Y KOMIT'IOTEpHOMY 30pi BOHA JIGKUTh B OCHOBI apXxiTekrypu Vision
Transformer, 110 06po0JIsie 300paskeHHA K MOCIIIOBHICTh (parMeHTIB 1 BAKOPUCTOBYE
caMoyBary Juisi B3aeMoJii MDK MMM (parmeHtamu. lle momomarae mopen kparie
KJIacu(piKyBaTH 300paXKEHHs Ta MPOBOJIMUTHU iX CErMEHTALIIIO;

— Y MyJIbTUMOJAIbHUX 3aBJaHHsX 11 3acTocoBYye Mojenb CLIP, sika HaBUaeThCs
Ha CMUILHOMY MPEJCTaBICHHI TEKCTOBUX 1 BI3yaJIbHUX JIJaHUX, 103BOJISIIOYM BUKOHYBATH
3aBJIaHHS MOIIYKY 300pakeHb 32 TEKCTOM.

Takum 4MHOM, MEXaHI3M CaMOYBAaru € HaJ3BUYAHO YHIBEpCATbHUM 1 MOTYKHUM
IHCTpyMeHTOM. BiH 3a0e3neuye edekTuBHy IHTerpamio H@opmali 3 MOCHIIOBHUX
J@HUX 1 BIAKPUB LUIAX JO CTBOPEHHS CYyYaCHUX TPAaHCPOPMEPHHUX apXITEKTYyp, SKI

ChOTOJIHI BU3HAYAIOTh PO3BUTOK OArarbOX HaMpsIMIB IITYYHOTO IHTEJICKTY.
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1.8 ITocTanoBKA 3axaui

Mertoro 1anoi poOoTH € MABUIICHHS €PEKTUBHOCTI METO/IIB TeHepallii 300pakeHb
HAa OCHOBI TEKCTOBUX OIHKCIB 13 BUKOPHUCTAHHSIM aBTOKOJEpa, IHTErPOBAHOTO 3
TpaHC(HOPMEPHOIO apXITeKTypor. Y Tmpolieci poOOTH HEOOXITHO MpoaHali3yBaTh
ICHYI0Yl METOJU CUHTE3y 300paXeHb, BU3HAUUTH TIEPEBArd 1 HEOIKMA BIIMOBITHUX
MOJIEJIeH, @ TAKOK TOCTIIUTH MEXaHI3MHU B3aEMO/Iii MOBHUX 1 BI3yaJIbHUX MPE/ICTABJICHb.

JI1st OCSTHEHHS TTOCTABJIEHOT METH HEOOXITHO BUPIIIUTH TaKi 3a1a4yi:

— TPOBECTH aHali3 NPEIMETHOI Trady3l Ta CyYaCHHMX METOJIIB TeHeparlil
300paXeHbh 3a TEKCTOBUM OIMCOM, BKIIIOYAIOYM aBTOKOJEPH, TpaHChopMepH,
TeHEPATUBHO-CYNEPHHUIIBKI MepexXi Ta qudy31iHI MOIET;

— jpociaiauTH migxoau 06poOku npupoaHoi MoBH (NLP), siki BUKOPUCTOBYIOTHCS
i popMyBaHHSI CEMaHTUYHUX MIPEICTABICHb TEKCTY B 3a/1auax «text-l10-imagey;

— TMpOaHANIBYBATH ApPXITEKTypy AaBTOKOJEPIB Ta MOXJIMBICTh iX IHTErpaumi 3
TpaHCcPOpMEpPHUMH MOJIEISIMH JJIsI KOTYBaHHSI TEKCTOBHX OIIHCIB;

— JIOCJIIUTH MEXaHI3M yBaru Ta Moro poJib y (OopMyBaHHI BIAMOBITHOCTI MDK
TEKCTOM 1300pakeHHSIM;

— po3poOutu abo ajaanTyBaTH MOJENb aBTOKOJiepa Ha 0a3l TpaHcdopmepa Ta
3AIMCHUATY i1 HABYAHHS Ha BUOIPIII TUITY «text—image»;

— OIIHUTHU SKICTH pOOOTH MOJENI, MpoaHali3yBaTh OTPUMAaHi pe3yibTaTd Ta
BU3HAYWTH IIEPEBArd 1 MOXKJIMB1 HAIIPSIMH TIOKPAITICHHS TEHEpallii 300paKeHb.

[locTaHoBKka 3amadi mMojsira€ y CTBOPEHHI Ta MOCHIIKEHHI MOJENI, 37aTHOI
reHepyBaTH 300paKEHHSI HA OCHOB1 TEKCTOBHUX OIMHCIB, BAKOPUCTOBYIOYH KOMOIHOBAHMIA

niaxig Ha 0a3i aBTOKOAEPIB 1 TPAHCPOPMEPHUX APXITEKTYP.
BucHoBku 10 po3ainy 1

Byno 3a1iicHeHO OrJIsi] CydyacHUX MiIX0/11B 0 reHeparlii 300paxeHb 32 TEKCTOBUM
OTIMCOM Ta KJIFOUOBHUX TEXHOJIOT1H, 110 1X 3a0€3MeuyroTh — Bl 0OpOOKH MPUPOIHOT MOBU
0 aBTOKOJEpiB 1 TpaHchopMepHUX Mojeneld. BuzHaueHo mepeBarw IMO€aHAHHS

TpancopmepiB 1 aBTOKOJAEPIB JUII MOJICTIOBAHHS 3B’SI3Ky MDK TEKCTOBUMH Ta
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BRByaJIbHUMU MPEACTABICHHSIMHU, a TAaKOX MPOAHATI30BaHO AIbTEPHATUBHI F'€HEPaTUBHI
apxirektypu. Ilincymkom aHaniBy cTaja NMOCTAaHOBKA 3a/a4l AUIUIOMHOT poOOTH Ta
bopMyBaHHS TEOPETUYHOTO MIATPYHTS IS TTOAANBIIOT pO3POOKH M TOCTIIHKEHHS MOIENI

text-to-image.
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2 TPAHC®OPMEPU B 3AJJAYI « TEXT-TO-IMAGE»

2.1 Oco0uuBOCTI 3acTocyBaHHsI TpaHcopMepiB B MoOAeJ X TIeHepauiil

300paxkeHb

Y cydacHOMy CBITI 3HauyHa KUIBKICTh TBOPYMX 1 TEXHIYHUX TMPOIIECIB
ABTOMATH3YETHCS 3aBISKH CTPIMKOMY PO3BHUTKY IITYYHOTO IHTENIEKTY. 30KpeMa, cdepa
KOMIT IOTEepHOi Trpadiku, Ou3aiiHy Ta MYJIbTHMEAla BCE AaKTHBHIIIE BUKOPUCTOBYE
HEMPOHHI MEPEeX1 JJIsl CTBOPEHHS BIBYaJIbHOI'O KOHTEHTY. Panilie mpouec po3poOku
UTFOCTpAIlii, JIOTOTUITIB a00 KOHIIENT-apTIB BUMaraB BUKIIFOUHO JIOJICBKOTO KpEaTUBY,
TOJ1 SIK CbOTOJIHI FT€HEPATUBHI MOJIENI 3/1aTHI CTBOPIOBATH HOBI, YHIKaJIbHI 300pasKeHHS
JIMIIIE 32 TEKCTOBUM OTMMCOM. Taki MOKIMBOCTI 3a0€3MeUYIOTHCS 3aBASKH ap XITEKTypaMm
TpaHchopMepiB, AKi cTamu GyHIaAMESHTOM CYYaCHHUX CUCTEM THITy «text-to-image» [26].

Tpanchopmepu BiIIrparoTh KIFOYOBY POJb Y 3aJadax I'eHeparlii 300pakeHb Ha
OCHOBI TEKCTOBHUX OIHUCIB, OCKUIbKHU 3a0€3MEUYIOTh TICHY IHTErpallifo MK MOBHHUMU Ta
BByaJbHUMH JaHUMH. BOHHM 103BOJSIIOTH MOJEN «PO3YMITH» KOHTEKCT 3alluTy,
CTPYKTYpyBaTH 3MICT ONKCY Ta TNEPETBOPIOBATH MHOr0 y BB3YyallbHI O3HAKH, IO
BU3HAYAIOTh MalOyTHE 300paKEHHS.

OcHoBHa apxiTekTypa TpaHchopMepa CKIaIaeTbcsi 3 OJIOKIB caMOyBaru Ta
nponyckHux JiHiiHKUX mapiB (Feed-Forward Network), siki 3a0e3neuytots edeKkTuBHY
poOOTy 3 TOCHIIOBHUMHU JTaHUMH. Y KOHTEKCTI 3amad «text-t0-image» 1ie o3HaAJae
IHOOKE PO3YMIHHS TEKCTY, HOTO CTPYKTYPH Ta 3MICTY, IO 0e310oCcepeHbO BIUTMBAE HA
SIKICTh 3T€HEPOBAHOTO 300paxkeHHs [27].

OCHOBHI KOMIIOHEHTH TpaHcpopmepa:

— EHKOJIUHT TeKCTy. TpaHchopMepu nepeTBOPIOIOTh TEKCTOBHIA OTIHC Y BEKTOPHI
IpeICTaBJICHHS, 0 MICTITh CEMAaHTUYHY H(pOpMalito. 3aBAsSKA IbOMY MOJIEIb MOXKE
PO3YMITH KOHTEKCT, KIIFOUOB1 00’ €KTH Ta 1XH1 BIACTUBOCTI;

— MexaHBM yBaru. 3abesmnedye (OKyCyBaHHS HAa HaWBaXIIMBINIMX YacTHHAX
TEKCTY IMiJI 9ac CTBOPEHHS 300pakeHHs. Lle 103BoIsie MOAEIN BUAUIATH BaXKJIMBI JeTalll

— (hopmy 00’ €KTIB, KOJIbOPHU, IPOCTOPOBE PO3TAILLYBaHHS TOIIIO;
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— TeHepaTop 300paxeHb. BUKOpHCTOBYE OTpuMaH1 BEKTOPHI IPEACTABICHHS
TEKCTY JJIsI TOOYyIOBM BBYaJTbHOTO 300pakKeHHSA. 3a3BU4Yail 0Oa3yeThcs Ha
TpaHC(QOpPMEpHill  apXITEeKTypi, JIOMOBHEHIH CHEUiaTi30BaHUMU MOIYISIMU  JJISt
BIITBOPEHHS CKJIQJIHUX B3yaJIbHUX O3HAK;

— MYJbTUTOJIOBUI MeXaHi3M yBaru. J[03BoJsie MOIENi OJHOYACHO BPaXxOBYBaTH
KUTbKa PI3HUX aCTEKTIB TEKCTY, IO MiBUIIYE TOUHICTD 1 €TI0 300paXKEHHS;

— 00’€IHaHHS TEKCTOBHX 1 B3yaJIbHUX IMPEACTABICHb. Y CYYaCHHX MOJEISX,
takux sk DALL-E a6o Imagen, 3acTocoByeThCsl IHTErpamis IBOX THITB JaHUX Yy
CIUTLHOMY CEeMaHTU4YHOMY mpocTopi. Lle 3a0e3medye ABOCTOpPOHHINA 3B’S30K MDK
TEKCTOM 1300paXKEHHAM, MIIBULIYIOUH Y3TOIKEHICTh MDK OIUCOM Ta PE3YJIbTATOM.

OpnHiero 3 mepumx 1 HalBHOMILIMX Mojenedl 1poro HanpsiMKy € DALL-E,
po3pobnena kommnaniero OpenAl. Apxirekrypa DALL-E 06a3yeThbcsi Ha moeaHaHHI
TpaHchopMepiB 1 BEKTOpHUX KBaHTOBaHUX aBTokozepiB (VQ-VAE-2), mo no3Bossie

3A1MCHIOBATH SIKICHE TIEPETBOPEHHS TEKCTY B 300paKEeHHS.

I Top VQ layer, 2x4

Top

N I
?
-
)

decoder

Bottom VQ layer, J Bottom

Bottom
encoder

4+ concatenation

Pucynok 2.1 — Apxirextypa VQ-VAE-2
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3Bu4aitHO MOBHICTIO apxiTekTypy DALL-E Mozeni po3poOHUKH HE PO3KPUBAIOTH,
aJle OCHOBHI MOMEHTH JI€SKI BC€ K Taku Bimomo. Mogenb, po3pobiiena OpenAl,
BUKOPHUCTOBYE TpaHC(hOpMepHu Ui MEPETBOPEHHS TEKCTOBOTO OIUCY Y BEKTOPHI
IPEACTaBICHHS, SKi MOTIM BHKOPHCTOBYIOTHCS JUIA TeHepamii 300paxkens. DALL-E
JEMOHCTPYE 3JIaTHICTh CTBOPIOBATH BUCOKOSIKICHI 300pa)KEHHS, BPaXOBYIOUH CKIIA/IHI
TekcToBl 3anmutd. Mogenbs VQVAE-2, ska mnoenHye BapialiifHi aBTOKOJEpHU 3
Tpancdopmepamu. Bona korye 300paskeHHsI y BEKTOPHI IPECTaBICHHS 1 BUKOPUCTOBYE
TpaHcpopmepu 17151 00poOKHU TEKCTY, 3a0€3MeUyI0YN CUHTE3 HOBUX 300pKEHb HA OCHOBI
TEKCTOBOTO omucy [1].

OcHoBHi koMnoHeHTH apxitektypu DALL-E:

— eHkoAep TekcTy. OTpuMye TEKCTOBHN OMHC 1 MEPETBOPIOE HOTO Ha
MOCJIIOBHICTh BEKTOPIB, MOIIOHO 10 Mojenei cimeiictBa GPT;

— BekTopHO-KBaHTOBaHWil aBTokonep (VQ-VAE-2). Bukonye KoayBaHHS
300pakeHb y KOMIIAKTHI JIATEHTHI IPEICTABJICHHS, SIK1 IOTIM MOXYTbh OyTH BIIHOBJICHI
y BUTJISI/I1 TOBHOIIIHHUX 300paKEHb;

— Tpancdopmep reneparli. OCHOBHUN KOMITOHEHT MOJICT, SIKM HABYA€THCS
nependavaT JJATCHTHI KOJIW 300paXeHHS HAa OCHOBI TEKCTOBOTO OMHUCY, (OPMYIOUYH
MOCIIAOBHICTh KOJIB JJIS TTOIAJIBIIIOT TEKOMIpECi.

JlaTreHTHI KOAU € BHYTPINIHIMH TPEACTABICHHIMHU JaHHMX, SKI BIMOOpakaroTh
CTUCHYTY, ajieé 3MICTOBHY IH(OpMali0 Mpo BXIIHI 300pakeHHs. BOHM 103BOJIAIOTH
MOJIeNll HaBUMUTUCS €(EKTUBHO TpalloBaTH 3 BEJIUKAMU oOcCsramMu BB3YyalbHOI
iHpopmartii.

OCHOBHI XapakTEpPUCTUKHU JTaTEHTHUX KOJIB:

— CTHCHEHHS JaHUX: JJATCHTHI KOJW SBJITIOTH COOOIO CTUCIMHN BapiaHT BXITHUX
nanux. Hanpukmnan, 300paskeHHsI BUCOKOT PO3UTbHOCTI MPEACTABISAETHCS KOMIAKTHUM
BEKTOPOM;

— 30epeKeHHS CYTTEBUX O3HAK: y KO 30€pIiraroThCsl KIIOUOBI BIACTUBOCTI

300pakeHHs, HAapUKIaz, (GOPMHU, KOJHOPH Ta IHIII BI3yalbHI XapaKTepUCTUKH;
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— MOJXJIMBICTh Bapialliid: 3MiHa JIATCHTHUX KOJIB JTO3BOJIIE CTBOPIOBATH HOBI,
YHIKaJIbHI 300payKeHHS Ha OCHOB1 OJJHOTO TEKCTOBOTO OTIHCY.

PosrisHemo npukiiag poOoTH 3 aTeHTHUMU Kojamu y VAE:

— EHKOJIep: €HKOJiep MpuiiMae BXIIHI JaHl (Hampukiaa, 300paKeHHs) 1
NepETBOPIOE TX Ha JIaTeHTHUN KoJ. Llelt Ko € BEKTOpOM Y JIaTeHTHOMY IPOCTOPi;

— JIeKoJIep: AeKoJiep MpUiMae JaTeHTHUN KOJI 1 BITHOBJIIOE 3 HHOT'O BX1IHI JIaHI.
B inearmi, BITHOBIIEHI /1aHI MAlOTh OYTH SIKOMOTa OJIMKYE 10 OPUTIHATY;

— BaplanifHuiA maXin: y Bapiamidiaux aBTokonepax (VAE) enkomep He mpocTo
CTBOPIOE OJIMH JIATEHTHUH KOJI, a TEHEPY€E MapameTpy po3MoauTy (CepeaHe 3HAUEHHS 1
JIUCTEPCito). 3 bOTO PO3IOUTY TOTIM BUOMPAIOTHCSI KOHKPETHI KOJIH JJIsI 1EKOTyBaHH,
1o 3a0e3rneuye BapiaTUBHICTh y TeHepallii HOBUX JIaHUX.

PosristHemo BapiaHTH BUKOPUCTaHHS JaTeHTHUX KoaB y DALL-E:

— KoayBaHHS 300paxkeHh. DALL-E BuKOpHCTOBYe BEKTOPHOKBAHTOBAHHM
aBTokozep (VQ-VAE-2) nns konyBaHHs 300pakeHb y JaTeHTHi koau. Li koau MicTATh
CTUCHYTY H(pOPMAIIiIO PO 300paKeHHS 1 MOXKYTh OyTH €(pEeKTUBHO BUKOPHCTAHI JJIs
TeHepailii,

— TreHepals 300pakeHb 3a TEKCTOBUM  OINMUCOM. TEKCTOBHM  OmHUC
MIEPETBOPIOETHCS Ha BEKTOPHE MPEICTABJICHHs 3a JOMOMOT0I0 TpaHchopmepa. [lotim
MOJielh TpaHchopMepa TEHEepye JaTeHTHI KOJIM 300paXeHHS Ha OCHOBI I[bOTO
BEKTOPHOTO MPECTABICHHS TEKCTY;

— BITHOBJEHHS 300paxkeHHs. JlaTeHTHI KOaW, CTBOpPEHI TpaHcPOpMepoM,
nojarTbes Ha Bxin aekoaepy VQ-VAE-2, skuil BiTHOBITIO€ 300paskeHHS 3 IIuX KOJIiB. B
pesynbTari, monenb DALL-E cTBOproe HOBI 300paeHHs, BiANOBIIHI TEKCTOBUM
OTIFICAM.

JlaTeHTHI KOAU € KPUTUIHO BaXIIMBUMH JII TCHEPATHBHUX MOJIEeH, OCKUIbKU
BOHU JIO3BOJIAIOTh CTHUCKATH JaHl (JIAaTEHTHI KOAW 3MEHIIYIOTh PO3MIp JaHUX, IO
moJjierirye ix o0OpoOKy), TreHepyBaTH HOBI NpuKiIaau (JIATSHTHI KOAW MOJKHA
BUKOPHUCTOBYBATH JJIsI CTBOPEHHS HOBHUX 300pakeHbh a00 IHIMMX JaHUX, SKI CXOXI Ha

OpUTiHAJILHI, aJIe MAIOTh JESKI HOBI BIACTUBOCTI), 3a0€3MeuyBaTy BapiaTUBHICTh (MO 1€
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MOXYTh CTBOPIOBATH PI3HI BapiaHTH 300pakeHb a00 HIMX JaHUX, 3MIHIOIOYH JIATCHTHI
KOJIH).

JlaTeHTHI KOAW BIAIrPalOTh KIFOYOBY POJb y 0araTb0X CydacHUX T'€HEepPaTHBHUX
MoeNsx, 3abe3nedyroun epeKTUBHE KOMYBaHHS Ta JEKOIYBaHHs CKJIQIHUX JaHUX,
TaKUX K 300paKeHHS.

[Iporniec po6ot DALL-E MoxHa po3aUTiTH Ha KUTbKa €TaIliB:

— crnoyaTrky BimOyBaeThCsi HaB4YaHHs aBTOKojepa: aBTokonep VQ-VAE-2
HABYAETHCSl Ha BEIUKOMY HaboOpi 300pakeHb. BiH BUMTHCS KOIyBaTu 300pa’KE€HHS Y
JaTeHTHI BEKTOPW (KBaHTH) Ta BIOHOBJIIOBATH 300paXeHHs 3 IuxX BekropiB. lle
3a0e3mnedye KOMIAKTHE TPEICTaBICHHs 300paXKeHb, IKe MOKHA BUKOPUCTOBYBATH JJIsI
reHepartii;

— JaJi MpOBOANTHCS HABUAHHA TpaHchopmepa: TpanchopMep HaBUCHHA Ha Tapi
TEKCTOBUX OIKCIB 1 BIAMOBIIHUX JIATEHTHUX KOJIB 300paxeHb. BHUKOpHUCTOBYIOUU
MEXaHI3M yBaru, TpaHcopmep HaBUAETbCs Tepeadadyard MOCIITOBHICTh JIATEHTHUX
KO/I1B, SIK1 BIITIOBIIAIOTH 337]JaHOMY TEKCTOBOMY OITHCY;

— 3aKIIIOYHHAM €TaroM € TeHepallisl 300pakeHb: MM 9ac TeHepallil 300paKeHHs
TEKCTOBHUI OIMC TIOJAETHCS Ha BXiA TpaHCHOpMepy, KU TeHEpYe BIIMOBITHI JATCHTHI
konau. Ili xoam moTiM mojaroThesl Ha Bxid aekonepy VQ-VAE-2, skuil BITHOBIIOE
300paxeHHs 3 1uX kKoaiB [20].

Monens DALL-E 6yna oaHiero 3 nepimx Mojelnei no reHepari 300paxeHb 1o
TEKCTOBOMY OIIUCY, @ OT)KE CaM€ BOHA 1 BHECJIA B PO3BUTOK I[bOT'O HAIPSMKY JESKi
iHHOBaIli. Po3rinsineMo nepeBaru ta iHHOBaIli DALL-E:

— THYYKICTh y reHepauii: DALL-E 3martHuii cTBOproBaTH sIK 300pa’keHHS 3
MIUPOKUM CTIEKTPOM TEKCTOBHUX OTHCIB, BKIFOYAIOUH SIK PEATICTUYHI, TaK 1 aOCTpaKTHI
KOHIIENIIii Ta KOHKPETHI JIeTaJIl;

— BHCOKa SKICTh pe3yabTary: noenHaHHsa VQ-VAE-2 1 TpancopmepHOi
apXITepKTypu 3a0e31euye BUCOKY SKICTh 3r€HEPOBaHUX 300pakeHb, OCKUTbKY aBTOKOIEP

37aTeH 30epiraTv BaKJIMBI I€TajIl 300paKeHHS Y CBOIX JIATSHTHHUX MPECTABICHHSX;
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— ramboKa IHTErpamis MOJJCIBLHOCTIL: TpaHchopmepu A00pe CHpaBiSIIOTHCS 3
00pPOOKOIO TIOCTIMOBHOCTEHN 1 MOXKYTh €hEeKTUBHO IHTETPYBaTH TEKCTOBY iH(MOpPMAIIIIO,
BPaxOBYIOUM KOHTEKCT Ta JETali OTHCY.

SAkoro 0 He OyJia MOJIelTb TPOYMaHO0, IHHOBAIIIHOO, BCE OJIHO € MEBHI HETOJIKY.
Posrasinemo Henomiku mojeni DALL-E Outbin fetanbHO:

— BHCOKa OOYHCIIIOBaJbHA CKJIAAHICTh. HaByaHHS Takux MoJieiell BHMarae
3HAYHUX OOYHUCIIOBAILHUX pECypciB, IO MOXKE OyTH BHUKIMKOM JJII MEHIIUX
opraHizarlii;

— moTpeba y Benmukux oOcsrax manux. Jns naBuanas DALL-E noTpioHi Benumki
HAa0OpHU JaHUX Map «TEKCT-300paKEeHHs», 1110 TaKOK MOKE OyTH 0OMEXKEHHSIM;

— HEMOCTATHIM KOHTPOJIb Haj pe3ynbTaToM. | 'eHepoBaHi 300pakeHHS MOXKYTh
1HO/11 HE TIOBHICTIO BIATIOBIIATA TEKCTOBOMY OTIUCY a00 MICTUTH apTe(aKTH, 1110 BUMAarae

[IOJAJILIIOTO BJIOCKOHAJIEHHS MOJIEIIEH.
BucHoBkM 10 po3aiay 2

Bukopuctanns TpaHcopmepiB y 3amadax reHepaili 300pakeHb € OJHUM 13
HaNNEpCNEeKTUBHIINX HANpPAMIB PO3BUTKY ILITYYHOIO iHTENEKTy. IXHS 3[aTHICTH
MOJEIIFOBATH B3a€EMO3B’ A30K MK TEKCTOM 1300pa’KEHHSAM BIAKPHUBAE HOB1 MOKIIMBOCTI
JUIsL aBTOMAaTH3all TBOPYMX MPOLECIB 1 MIABUIICHHS €(PEKTUBHOCTI I'€HEPATUBHUX

METOIIB.
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3 PO3POBKA APXITEKTYPU CUCTEMM I'EHEPAIIIl 305PAKEHD

Tpanchopmepu (Transformers) — 11e cyuacHa apxiTeKTypa HEHPOHHUX MEPEK, 1110
CYTTEBO TMIIBUIIA CPEKTUBHICTh MOJEICH MAIIMHHOTO HABYaHHS, OCOOJMBO Yy
3aBaaHHAX o00poOku mpupoaroi MoBu (NLP), remepartii TekcTy Ta po3mi3HaBaHHS
300paxenb. [lana apxirektypa Oyna Brepiie npeactasieHa y 2017 poi qocninHuKaMu
koMmmaHii Google y HaykoBiii po6oTi «Attention Is All You Need», sixa 3anouarkyBaia
HOBHUI eTam pO3BUTKY IITy4YHOTO IHTeNeKTy. Halikpammm mnpukiagoM poOoTH
TpaHcGopMepiB € PEUCHHs, TaK SIK BOHO CKJIAJAEThCS 3 BIIOPSIKOBAHOTO HAOOPY CJIiB
[10].

Tpanchopmepu cTBOpIOIOTH LM(POBE  YSABIEHHS  KOXKHOTO  €JI€MEHTa
MOCJITOBHOCTI, 1HKANCYJIOTh BAXKIWBY IH(GOPMAIF0O TPO HHOTO 1 HABKOJMIIHINA
koHTeKcT. OCHOBHA ifest TpaHC(hOpMepiB TMOJArae B TOMY, IO BOHU MPAIOIOTh 13
MOCJIIOBHUMU JAaHUMHU, JI€ KOYKEH €IIEMEHT Ma€ BJIaCHE 3HAYCHHS, ajle TAKOXK 3aJICKHUTh
Bl KOHTEKCTY IHIMX eneMeHTiB. lle 3po0ieHo mis momambiioi MOKIMBOCTI ITUX
HEHUPOHHUX MEPEXK CKOPUCTAIOTHCS 1i€H0 1HPOPMAITIEIO 331 PO3B'sI3aHHS NIEBHUX 3a/1a4,
30KpemMa s cuHTe3y 1 kinacudikamii. OTpuMaHi NpeaCTaBICHHS MOXYTh Hajail
BUKOPHUCTOBYBATHUCS HIIMMU HEHPOHHUMHU MEPEKaMHU JJI PO3B’ sI3aHHS PI3HUX 3aB]aHb
— 30KpeMa Kiacudikaii, cuaTe3y abo rexepailii jaHux. Takum 4uHOM, TpaHchopMepu
JOTIOMAraroTh €(pEeKTUBHO BUSIBISITA MPUXOBaHI 3aKOHOMIPHOCTI T4 B3a€MO3B’SI3KU Y
BXITHUX JaHHX, II0 POOWUTH iX HAA3BHYAWHO MOTY)KHHMH Y 3a/adax, Jie HEOoOXITHO
aHaJI3yBaTU Ta CTBOPIOBATH CKJIA/IHI MOCIIIOBHOCTI — TEKCTOBI, 3BYKOB1 200 BI3yaJlbH1
[17].

I'osnoBHOIO mepeBaror TpanchopMepiB € 3AaTHICTb OOpOOJIATH MOCIIIOBHOCTI
JAQHHX MapaJielibHO, IO JTOCITAEThCS 3aBASKHA MexaHi3My yBaru (Attention Mechanism),
30KpemMa OararorojioBiii camoysasi (Multi-Head Self-Attention). Ile 3a0e3neuye 3HauHi
nepeBary MOPiBHIHO 3 MOMNEPEAHIMU apXITEKTypaMu, TAKUMHU SIK PEKYpEHTHI HEHpOHHI
mepexi (RNN) ta noBro-kopotkouyacHa nam’atb (LSTM). OcHoBHI nepeBaru MoxHa

y3araJibHUTH HACTYITHUM YHUHOM:
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[Tapanenizaris:

— e(deKkTHBHICTH 00YHCIICHB: TpaHC(HOPMEPH JO03BOJISIOTH OTHOYACHO 0OPOOISITH
BC1 €JIEMEHTH TIOCIIAOBHOCTI, 110 3HAYHO CKOPOUYE Yac HaBUYAHHS MOJICTICH;

— BUKOPHUCTAHHS anapaTtHOTO TMPUCKOPEHHS: apXiTeKTypa TpaHchopMepiB
yynoBo maciradytoteest Ha GPU ta TPU, 1110 poOUTh MOXKIIMBUM TpEHYBaHHS MOJIeeiH
3 MUIbSIpJIaMU NTapaMeTPiB.

KoHTekeT Ta 10BrocTpOKOBI 3aICKHOCTI:

— Ta00aTbHAM KOHTEKCT: MEXaHI3M yBaru JT03BOJISIE BPAXOBYBATH BC1 €IIEMEHTH
MOCJAOBHOCTI Mpu (OPMYBaHHI KOKHOTO BUXITHOTO BEKTOPA, 3aBISKH YOMY MO/IETh
«pO3yMie» 3MICT yCl€i (pa3u, a He JIMIIE OKPEMUX CIJIIB;

— JIOBTOCTPOKOBI 3QJICKHOCTIL: TpaHCcPopmepu eheKTUBHO 30epiraroTh 3B’ SI3KU
MDK JTaJeKUMHU eJIeMEHTaMU TEKCTy, YOro He MOIIM Jocsartu kiacudHi RNN uepes
BTpaTy KOHTEKCTY MPH JTOBTUX MOCTTOBHOCTSIX.

['HydKicTh Ta y3arajJbHIOBAHICTh !

— YHIBEPCAIbHICTh: TpaHCPOPMEPH 3aCTOCOBYIOThCS He yuie 1t NLP, ane ity
reHepailii TeKCTy, MalIMHHOMY TIepeKyIa/li, pO3Mi3HaBaHH1 300pakeHb, CTBOPEHHI ayio
Ta HaBITh T'€HEpallil Bi€Oo;

— MacITabOBaHICTh: 151 apXITEKTypa J103BOJIsiE OyIyBaTH HaJ3BUYAaHHO BEJMKI
mogeni, Taki sk GPT-3 (OpenAl) abo BERT (Google), siki MICTSTh MUTbSIpAY TTApaMETPIB
1 IEMOHCTPYIOTh BUCOKHI PIBEHb y3araabHeHHs [11].

Posrastnemo npukiaau 3acTocyBaHHs TpaHCHOPMEPIB:

— BERT (Bidirectional Encoder Representations from Transformers) — monerns,
110 BUKOPUCTOBYETHCS JJI PO3YMIHHS TEKCTY: aHaII3y HACTPOiB, MOUIYKY H(popMalii,
BIIMOBIZICH HA 3aIUTaHHS Ta PO3Mi3HABaHHS CyTHOCTeH [21];

— GPT (Generative Pre-trained Transformer) — apxirekrypa, opieHTOBaHa Ha
TEHepaIll0 TEeKCTy, CTBOPEHHA [IAJIOTOBUX CHCTEM, MAaIlIMHHUNA TEepeKiajg Ta
y3arajgbHeHHs iHbopmarrii [35].

[lepen mogauero TEKCTOBUX JaHUX Y TpaHC(opMep HE0OXITHO BUKOHATH MPOIIEC

TOKEHI3a1lii, TOOTO pO30UTTS TEKCTY HAa OKPEMI CKJIa/10B1 — TOKEHU. TOKEHHU — 1€ OCHOBHI
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CIICMEHTH, Ha SIKi pO30MBAETHCS TEKCT mMpu 00pooi mpupoaHoi MmoBH (NPL). TokenBarris
— II€ TEPETBOPEHHS TEKCTy Y CHHCOK 0a30BUX €JIEMEHTIB (CJIiB, YacTWUH CJIB abo
CHMBOJIIB), SIK1 MOJICITb MOYKE 00POOIsITH yncebHO. KoXkeH TokeH Moke OYTH CIIOBOM,
YaCTUHOIO CJI0OBA, CHMBOJIOM a00 TPYIIOK CUMBOJIIB 3AJICKHO Bifl 3aBJAaHHS Ta METO/IIB
TOKEHI3allil, IIl0 BAKOPUCTOBYIOThCS [22].

Bunu TokeHis:

— cnoBa (Word Tokens): koxHe clioBO € okpeMuM TokeHoM. Hampuknan, y
peuenHi «The cat sat on the mat» koHe CJIOBO pO3IIIAIAETHCS IK OKPEMHUI TOKEH —
[«The», «caty, «saty, «on», «the», «mat»];

— migcnoBa abo mopdemu (Subword Tokens): ciioBa po3AUISIIOTECS HA MEHIII
yacTHUHU 200 MopdeMu, 0COOIMBO y MOBax 3 BEIHUKOIO KUIBKICTIO CJIOBOGOPM, IS
rHy4Kimoi o0pooku. Hanpuknan, cioBo «unhappiness» Moxe OyTH pO3AUICHE [«un»,
«happiness»];

— cumBosii (Character Tokens): k0keH CUMBOJI TEKCTY € OKpEMHUM TOKEHOM. Lle
KOPHCHO JJi1 MOB 3 BENMKUM andaBitom abo 151 0OPOKM TEKCTIB 3 MOMUIKaMH abo
HecTaHAapTHUM HanucaHHsM. Hampuknan cimoBo «hello» Moxe OyTH TOKEHI30BaHO SIK
[«h», «e», «b», «b», «o»].

Meronu TokeH3arii:

— IlIpob6ut-po3ainena tokenizamis (Whitespace Tokenization): po30UTTS TEKCTY
Ha cjioBa 3a mpooOutamu. Lle € HalmpocTiMii MeTo 1, ajie BiH HE BPaXOBY€E IMyHKTYAIIIO
Ta IHII CUMBOJIH;

— TOKeHBarlis 3a peryasipuumu Bupazamu (Regex Tokenization): BUKOpUCTaHHS
peryJsipHuX BUPa3iB AJi TOUHIIIOTO BUJUICHHS CJIIB 13 YpaxyBaHHSIM ITyHKTYAIIIi;

— Byte-Parr Encoding (BPE): e anropurwm, sikuii 00’ €1Hy€ 4acToO BKHUBaHI Hapu
CHMBOJIIB Y HOB1 TOKEHH, 110 pOOUTHh HOTO €()EeKTUBHUM MHpHU POOOTI 3 PIIKICHUMHU
cjoBaMu. BiH qye 4acTo BUKOPUCTOBYETHCS y TpaHCHOpMepax;

— WordPiece: monionuit 1o BPE, ame BuUKOpHCTOBYE IHIINI aIrOPUTMH IS

CTBOPEHHS TOKEHIB. 3a3BUUail 3aCTOCOBYeThCS B Mojiersix Tury BERT;
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— SentencePiece: yHIBepcaabHUN METOI, 10 HE MOTPeOy€ MonepeIHbo1 00poOKu
TEKCTY, TOMY MAXOAMTH JjIs 0araToMOBHUX MOZEIeH 13amau [22].

3acTocyBaHHS TOKEHIB Y MOJIEIAX MAIIMHHOTO HaBYaHHS:

— y mogensix NLP: TOKkeHH BHCTYNalOThb OCHOBHUMH BXIIHUMHU JQHUMH JIJIS
MOJIEJICH, sIK TpaHC(opMepH, K1 HABUAIOTHCS Ha MOCIIOBHOCTAX TOKEHIB;

— Mg 4Yac BEKTOpH3allli: TOKEHU TEPETBOPIOIOTHCS Yy UYHCIOBI BEKTOPHU
(eMOenIiHTH), STKI BAKOPUCTOBYIOTHCS JIJIS 1101a41 HA BXi HEHPOHHOT MEPExKi;

— I aHali3y TEKCTY: TOKEHH BUKOPUCTOBYIOTHCS JJISI PI3HMX 3a/1a4 aHAN3y
TEKCTY, SIK YaCTOTHOTO aHaJI3y, MOLIYKY KIIOUOBHUX CJIIB 00 MAIMHHOTO NIEPEKIIaay.

[lpoctuii mpukiang podoT 3 TpaHchopMepamMu Ta TOKEHAMH € 3ajadi
NIEPETBOPEHHS MEBHOT MOCIIITOBHOCTI TOKEHIB, BUKOPUCTOBYIOUH CJIOBHHUK, SIKHiA Oyie
BimirpaBat poJib Tabmmii s mouryky[8]. HeoOxinHo 3icTaBuTH MK CO0OIO ClIOBa Ta

YHCIIa, a)Ke MOYKHA CITIBCTABUTH OYAb-SIKE CIIOBO 3 OyAb-IKUM 4HCIOM (puc. 3.1).

Raw text: A black cat
Vocab: {"A": @, "black": 1, "cat": 2, "cats": 3}
Tokenized text: [©, 1, 2]

Pucynox 3.1 — Ilpuknan KogyBaHHS TEKCTY

Ha ocHOBI maHoro mpukiagy MOXHa MOMITHTH, IO cjoBa CalS Ta cat Oymo
3aK0JI0BaHO PI3HUMH TOKCHAMH, HE3BaKAIOYH Ha T€, ITI0 I1€ OJTHE 1 T€ CIIOBO, ajie y PI3HIM
(bopMi MHOKHHHU.

TakoXk ICHYIOTh BXk€e OUIbII MPOJIBUHYTI CHOCOOM TOKEHI3allll PH SKIM Iepe TUM
SK IPUCBOITH IHIEKCHU CJIOBaM, iX po30MBalOTh Ha (PparMeHTH. B X011 eKCriepuMEHTIB
TaKo OyJia MOMIUEHA 3PYUHICTh Y BUKOPUCTAHHS OKPEMUX TOKEHIB, 5Kl O MO3HaYaIu
KIHEI[b Ta IIOYaTOK PeUEHb, ajpKe 1Ie Hajae ObIe KOHTEeKCTy [8].

PosrnsiHeMo Takuii MpUKIAa Ha TOKEHi3allii mpenacraBiicHoro peucHHs: « Hello

there, isn’t the weather nice today in Drosval?». BukopucToByroun TOKeHi3aTOop bert-
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base-uncased 3 OiomioTeku transformers library, pedenns mneperBoproeThCs Y

HOCJIIOBHICTh YMCIOBUX TOKEHIB (puc. 3.2).

(181, 7592, 2845, 181@, 3475, 1521, 1856, 1996, 4633, 3835, 2651, 1999, 2852, 2891, 18175, 1829, 182)

Pucynok 3.2 — [leperBopeHHs pedeHHs Ha MOCIIOBHICTh TOKCHIB

Yucna, siki Oy MPUCBOEHO KOKHOMY CJIOBY OyyTh 3MIHIOBaTUCH B 3JIEKHOCTI
BiJl 00paHOTO CIOCcO0y TOKEHI3allii Ta Bl METOly HaBYaHHS MOJIEJII.

[Ticsist 3BOPOTHOTO IEKOIyBaHHS OTPUMaHH1 TOKEHU MOBEPTAIOTHCS Y CJIOBA (PUC.

3.3).

[CLS] hello there , isn ’ t the weather nice today in dr ##o0s ##val ? [SEP]

Pucynok 3.3 — CnoBa npezcTaBiieHi TOKEHaMU

Mo’kHa OMITUTH, IO PE3YJbTAT JICIIO BIIPIBHAETHCS Bl OpPUTIHATY — 4Yepes3
JOJaBaHHs CIIy>)KOOBHUX TOKEHIB, BTpATy PEricTpy Ta MOAUT BUTaJaHUX Ha3B Ha OKpeMmi
¢parmenTu. Benuki jitepu Takok Oysj0 BTpayeHO 3 MPUUYMHU BUKOPHUCTAHHS TaKOTO
BUy Mojienl. Ile 3BuuHa 0COOIMBICTh MOJIENICH, SIKI HE BPaXOBYIOTh BEJHKI JIiTepu a00
HE 3HalOMi 3 BJIACHUMH Ha3BaMH. Tpeda BpaxoByBaTH, IO TpaHC(HOpMEpH TaKOK

MOXYTh 0OPOOJISITH HE JIMIIE TEKCT, a 1 BUKOHYBATH MEBHI 3a7a4i 3 Bi3yali3arli€ro.
3.1 EM0eaaiHr TokeHiB

Em6enniaru (anrn. embeddings) — 1€ 0MH 13 KIIFOYOBUX MEXaHI3MIB CYy4acHOTO
MaIIMHHOTO HaBYaHHS, SKUW JI03BOJISIE IEPETBOPIOBATU 00’ €KTH, TaKl SIK CIIOBa, (ppazu
YU HaBIThb 300paXXEHHS, y YHUCIOBY (opMy, 3pO3yMuly AJii aJTOPUTMIB IITY4YHOTO
IHTEeKTy. [HImMu ciioBaMu, eMOEIIIHT — 11 CIIOCiO MPEeACTaBIEHHS TUCKPETHUX a0o

CUMBOJILHUX JIAHUX Y BUIJISLII BEKTOPIB y OararoBUMipHOMY mipocTopi [14].
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[e#t minxin MMPOKO 3aCTOCOBYETHCS y 3aBAAHHIX OOPOOKM MPHUPOJIHOI MOBU
(NLP), xomm’totepnoro 3opy (CV) Ta MynbTUMOJAIbHUX MOJENAX, A€ TEKCT 1
300pakeHHS 00’ €IHYIOTHCS JUIA CHUIBHOI IHTEpHpeTani. 3aBAskd eMOemIiHram
HEYHCJIOBI IaH1 TIEPETBOPIOIOTHCS HAa BEKTOPH, K1 BIIOOpaKaIOTh CEMaHTUIHHUIN 3MICT
00’€eKTa, TOOTO MOr0 3HAYCHHS, KOHTEKCT Ta B3a€EMO3B’ SI3KH 3 IHIIMMM CIICMEHTAMHU.

OCHOBHI KOHIIETIIIii eMOe/IIIHTIB:

— KOHTEKCTyalbHICTh: Ha BinMIHY BiI TpaAuWIIiHUX METOMIB MpPEACTaBICHHS
TekcTy (sak-oT Bag-0f-Words abo TF-IDF), emOenainru BpaxoByrOTh KOHTEKCT, Y SIKOMY
BXKHMBA€ETHCSA CJIOBO. Lle 03Havae, mo ogHe i Te caMe CJIOBO MO’KE MaTH Pi3HI BEKTOPHI
NpEACTaBICHHS 3alle)KHO B TOro, Yy SKOMY PEYCHHI YM CHTYyallii BOHO
BUKOPHUCTOBYEThCA. Takui MIXim Jae 3MOTY MOJIEN Kpalle PO3yMITH CEMaHTHKY Ta
OaraTo3HaYHICTh MOBHUX OJIUHUIIb;

— BHUCOKOBUMIpHMI mpocTip: KoxkeH TOokeH abo CJIOBO MPEACTAaBISAETbCS Y
BUIJIA/I1 TOUKU (BEKTOpa) y OararoBUMIpHOMY IpocTopi. Bekropu, 10 BIAMOBIIAIOTH
CXO0KHMM 3a 3MICTOM CJIOBaM, PO3TaIIOBYIOTHCS OJMKYE OJWMH 10 OJHOTO, TOMI SK
BIIMIHHI 3a 3HAYCHHSIM — Ha OUTbIii BimcTaHl. Lle m03BoJIsIe MaTeMaTHYHO OIIHIOBATH
CEeMaHTUYHY OJIM3BKICTh CJIIB Yepe3 BIICTaHh a00 KyT MDK BEKTOpaMHU.

Mertou moOy10BY €eMOCITIHTIB:

— Word2Vec: mozenb, po3pobiaena y 2013 poui gocminaunkamu Google. Bona
BUKOPUCTOBYE HEWPOHHI MEpeXi JUIi CTBOPEHHS BEKTOPHHUX INPECTaBJICHb CJIiB,
HABYaIOUKCh MTPOTHO3YBATH 400 KOHTEKCT cJIoBa (Mojenb Skip-gram), a0o came CJIoBO 3a
koHTekcToM (CBOW);

— GloVe (Global Vectors for Word Representation): mMeroa, CTBOpEHHH Y
Crendopai, saxuit moemanye minxim Word2Vec 13 BHUKOPHCTaHHAM CTaTUCTHYHOL
iH(popMallil Mpo CHUIbHE BXKHUBAHHS CJIB Yy BEJIMKOMY KOpIyci TekcTiB. Lle mo3Boisie
OTpHUMATH TJIOOATHHI, a HE JIUIIE JIOKATbHI 3B’ A3KH MK CJIOBaMH,

— FastText: mogens Bin Facebook Al Research, mo posmmproe Word2Vec 3a

paxyHOK BpaxyBaHHs MOpQoJiorii cjioBa. BoHa npatitoe He Juiie 3 HUTMMU CJIOBaMH, a i
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3 migciioBaMu abo Mopdemamu, 3aBISKA YOMY Kpaiie oO0poOssie PIIKICHI clioBa Ta
CKJIaJIHI MOBH;

— koutekctyansHi eMOenaiarn (BERT, GPT, ELMo): HalicydacHImmA maxi,
3aCHOBaHUN Ha apxirektypl TpaHchopMmepiB. Taki Mojemi CTBOPIOKOTh Ppi3HI
NpEeCTaBICHHS Ui OJTHOTO 1 TOTO 3K CJIOBA 3aJIEKHO Bil KOHTEKCTY, B SIKOMY BOHO
syctpiuaetbesi. Hampuknan, BERT (Bidirectional Encoder Representations from
Transformers) aHajizye KOHTEKCT 3 000X HaMpsMKIB — 3J1iBa HAIPaBO Ta CIIpaBa HAJIBO,
CTBOPIOIOUH TJIHOIIIE Ta TOYHIIIE pO3YMIHHS TekcTy [14].

3acTocyBaHHS €MOEIIIHTIB:

— KJacudikailis TEKCTIB: BEKTOPH CJIiB a00 ¢pa3 MogaroThCs Ha BXiA HEHPOHHOT
MEpexi 11 BITHECEHHS TEKCTY JI0 TIEBHOI KaTeropii;

— aHajli3 HACTPOiB: 3a JOIMOMOTOK €eMOENIIHIB BU3HAYAETHCS EMOIIiiHE
3a0apBIICHHSI TIOBIOMIICHHS — TIO3UTHBHE, HETraTUBHE YW HEUTPAIIbHE;

— MAaIIMHHUN MePeKIIal: CIIUTbHUI BEKTOPHUH MPOCTIP I PI3HUX MOB JI03BOJISIE
CHCTEMaM Kpalle 3iCTaBJIsITH CJI0Ba 1 (hpasu;

— TIOILIYKOBI CHCTEMHU Ta PEKOMEHJAIIIl: CXOXICTh MDK BEKTOpaMHU J1a€ 3MOTY
3HaXOAUTH OJIM3bKI 32 3MICTOM TEKCTH ad0O MPOIMOHYBATH KOPHCTYBAayE€Bl PEIECBAHTHI
00’ extn [14].

SKIIO MOCHTOBHICTh BXUTHUX JTaHUX CKJIAJA€ThCS 3 TOKEHIB, sIK1 IPEACTABIICH] Y
BUTJISAI1 IUTMX YUCEN, TO Ha eTari eMOSAAIHTY 111 TOKEHU MEPETBOPIOIOTHCS HA BEKTOPH,
10 TIepealoTh CKOpOUYEHE, ajie 3MICTOBHE YSIBJICHHSA KOXKHOTO ereMeHTa. Ha mouartky
HaBYaHHSI 111 BEKTOPH IHIIATI3YIOTHCS BUTIAIKOBUMU 3HAYEHHIIMHU, a ITiJ] YaC TPEHYBaHHs
MOJIeNll BOHM Ha0yBarOTh CEMaHTHYHOTO 3MICTY — TOOTO HaBUalOTHCS BimoOpaXkaTw
3B’ I3KU MDK CJIOBaMH.

OnHuM 1B OOMexeHb 0a30BUX €MOEAAIHTIB € Te, M0 BOHHU HE BPaxOBYHOTh
HNO3ULITHOTO KOHTEKCTY TOKEHIB — TOOTO IXHBOTO PO3TAlllyBaHHA y peueHHl J{is
pO3B’si3aHHs 1€l MpoOsieMu B TpaHchopMepax 3aCTOCOBYETHCS MO3UITIAHE KOTyBaHHS

(positional encoding). Bono no1a€e 10 K0KHOTO BEKTOpa J0JATKOBY iH(GOpPMAIl0 Npo
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IHTCJI@KTyaJ'ILHa CUCTEM A reHepaui'l' 306pa)I(€HL 34 TCKCTOBUM OITMCOM
MICIIe TOKEHA y TOCJIIOBHOCTI, IO JO3BOJISIE MOJIETI BPaxOBYBATH IOPSIOK CHIB 1

CTPYKTYpY peueHns (puc 3.4).

Token Embedding + Positional Embedding i Positionally encoded
Vector Vector e Embedding Vector

Pucynox 3.4 — EMOequHT TOKEHIB

e oaHier0 BaKIMBOIO POOIEMOI0 € 6araTo3HauHICTh ciiB. Hanpukian, y ¢pazax
“It’s dark, who turned off the light?” 1 “Wow, this parcel is really light!” cioBo light mae
pI3HI 3HAYEHHST — ““CBITJIO” Ta “JETKuii”. Y MPOCTUX MOJEISIX eMOCIIIHIY I IbOTO
CJIOBa MOXYTh OYTH OJHAaKOBHMH, IO CIIOTBOPIOE PO3YMIHHS KOHTEKCTY. Y
TpaHCPOpMEpHUX MOJIENAX IO MpoOJieMy BUPIIIEHO 3aBISKA MEXaHI3MY yBaru
(attention mechanism), kvl 703BOJII€E MOJIEN TMHAMIYHO 3MIHIOBATH TMPEICTABICHHS
TOKEHA 3aJIeKHO Bl KOHTEKCTY, B SIKOMY BiIH BUKOPHCTOBYETHCS.

Takum ynHOM, eMOEIAIHT TOKEHIB € (PyHIaMEHTAILHOIO CKJIAJO0BOIO CY4aCHHX
IHTENeKTyaJlbHUX CHUCTEM, IO MpaliolTh 13 TeKCTOoM abo 300paxkeHHAMH. BiH
3a0e3neuye 3B’ 130K MK JIFOJICHKOI0 MOBOIO Ta MaTEMAaTUYHUMU MO AEJISIMU, TO3BOJISTFOUU

HEMPOHHUM MepexkaM “pOo3yMITH” CEHC 1 KOHTEKCT JaHMX, 3 IKUMU BOHHU MPAIIOIOTh.
3.2 MexaHi3Mm yBaru

OHUM 1B KITIOUOBHUX €JIEMEHTIB apXITeKTypHu TpaHC(opMepiB, sIKUi 3abe3reunB
PEBOIIIOMIHHNN TPOPHUB Y chepl 00pOOKH MPpUPOTHOT MOBH Ta TeHeparlii 300pakeHb, €
MeXaH3M yBaru (attention mechanism). Came 3aBasKy HOMY MOJI€ITb OTPUMYE 3/IaTHICTh
doxycyBaTrcs Ha HAMOUTBII 3HAYYIIMX YaCTUHAX BXITHOIT MOCIIOBHOCTI, BU3HAYAIOYH,
SIK1 €JICMEHTH € HAOUThII PeJICBaHTHUMH JJISI ITOTOYHOTO 3aBnanHs [10].

Tpaguuiini HeliponHi Mepexi, Taki sk RNN abo LSTM, onpaunboByIOTbH
H(popMaLI0 TOCHIOBHO — KPOK 32 KPOKOM, 1O IPU3BOAUTH 10 BTPATU KOHTEKCTY MPHU
po0OTI 3 JOBTMMH MOCTIOBHOCTAMHU. HaToMICTh MEXaHI3M yBaru J03BOJISIE MOJEII

PO3IISIAATH BCIO MOCJIIOBHICT OJHOYACHO, OOYUCIIIOIOYN B3aEMO3B’ SI3KU MDK yciMa
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TOKEHAMH, HE3AJIOKHO Bl iXHbOro mojokeHHs. lle 3a0e3meuye rimbine po3ymiHHS
KOHTEKCTY Ta 3HAYEHHS KOXKHOT'O SJIEMCHTA BXITHUX JIaHUX.

Inest MexaHI3MY yBaru moJjisira€ B TOMy, o0 Ui KOJKHOTO TOKEHA B IO CJIIOBHOCTI
BU3HAYMTHU, HA SIKI HIIN TOKEHU MOTPIOHO 3BEpHYTH OUIbINE “yBaru” AJisi PaBUILHOTO
PO3YMIHHS HOTO CEHCy. [HIMMHU CJIOBaMH, KOXEH TOKEH OTPUMYE MOMIIMBICTH
«IUBUTUCS» HA IHINI YAaCTHUHU TOCIIAOBHOCTI, 3BOKYIOYM IXHIO BKJIMBICTD JIJIS
MOTOYHOTO KOHTEKCTY.

Sk mokazaHo Ha PUCYHKY 3.5, yBara i€ ik MOAYJIb TIEpETBOPEHHS, SIKUI 3aMIHIOE
MOYaTKOBHM eMOEIIHT TOKEHA Ha OHOBJICHUI — TaKHi, 1110 MICTUTh Y C001 iH(pOpMaIo
PO B3a€EMO3B’ A3KH 3 IHIMUMHU TOKEHAMH. TakuM YMHOM, MOJIE)Ib HE BUKOPHUCTOBYE OJIMH
1 TOM caMuii BEKTOP I KOJKHOTO TOKCHA HE3aJIe)KHO BiJl KOHTEKCTY, a aJIalTye HOTO 3

ypaxyBaHHSIM HaHOUIbII PEICBAHTHUX CIIEMEHTIB.
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Pucynok 3.5 — MexanidMm yBaru

MaremaTyHO L€ TpoleC MOXXKHA YSIBUTU K JHIMHY KOMOIHauio abo
CepeIHbO3BAKEHY CYMY eMOEIJIIHTIB YCIX TOKEHIB Y MOCHiT0BHOCTI. Barosi koedirieHTn
IpU [IbOMY BH3HAYaIOTh, Ky YacTKy KOHTEKCTY KOXCH TOKCH BHOCHTH Yy HOBE
MpEeACTaBIICHHS MMOTOYHOTO CJI0BAa. BUCOKI Barm 03Ha4aroTh, 110 MEBHI TOKEHU € OUTBII
BOXJIMBUMH JIJIs1 (GOPMYBaAHHSI CMUCITY, TOJ1 IK HU3bKI — MEHII 3HAY yIIIL.

Jlo 3acTocyBaHHS MEXaHI3MY yBaru eMOEIHTY TOKECHIB HE MICTAThH 1H(opmarrtii
PO KOHTEKCT CBOiX CYCiIiB — TOOTO BOHM «130J1b0BaHD. Hanmpukiiaz, sKIo B35 TH CIIOBO

light, To 10 BBeEHHS yBaru Woro eMOEIIIHT BiOOpaxkaTUME JIMIIE 3arajibHe 3HAYCHHS

2025 p. Ckuba Oner



35

Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

IILOT'0 CJIOBA, 0€3 ypaxyBaHHSI KOHTEKCTY, Y SKOMY BOHO BUKOPUCTOBYEThCS. Ha prucyHky
3.6 11e MOKHa BByaI3yBaTH K 0a30BY JIHIHHY KOMOIHAII0O — eMOEIIIHT, 10 iCHYE 03

IIPUB’SI3KH 10 KOHTEKCTY.

Token It's Dark Who | Turned Off The
Embedding
Weight 0 0 o | o 0 0

Pucynok 3.6 — Biyanizaitis emOeninry s ciosa «light»

Aute micyst 3aCTOCYBaHHS MexaHBMY yBard (puc 3.7) Mojaens Gopmye MaTpHILIIO

Bar, 110 BU3HAYA€ BaXKJIMBICTh KOJKHOI'O TOKEHA 3 ITOCJIIOBHOCTI CTOCOBHO IIOTOYHOTO.

Token | It's Dark Who | Turned Off The
Embedding
Weight 0 0.3 o | o1 | o1 | o

Pucynok 3.7 — 3acTocyBaHHS MEXaHI3MY YBaru i Bupasy eMOymiHry cjioBa « light»

VYBara 103BOJIsIE MOJENI HE JIMIIE BPaxOBYBaTW CYCiAHI CJIOBa, a W rimOiie
«pO3YyMITH» CEMAaHTHUKY, BCTAHOBIIIOIOUM 3alIKHOCTI MDK YyCIMa TOKEHaMHU
IIOCJIJOBHOCTL

[Ticnist 0GYucneHHs Bar AJisi KOKHOTO TOKEHa MOJielb (JOpMye HOBHUM BEKTOp —
KOHTEKCTYyaIi30BaHUN eMOCIIHT, SKUH MICTUTh y CO01 HAWBAKIIMBIITY 1H(POPMAITIFO PO
3HAYEHHS CJI0OBAa B KOHKPETHOMY KOHTEKCTI. Bekropu, 110 BiAMOBiAalOTh TOKEHAM, SKi
MaroTh OUTHIIIMK BIUIUB HA MTOTOYHE CJIOBO, OTPUMYIOTH OUIBII Barv. Y Takwil CIocio
(dopMy€eThCSI OHOBJIEHE TPECTABICHHS, € KOKEH TOKEH yXe HE 130JIbOBaHUM, a Ma€
«yCEepeIHEHUI» KOHTEKCT yciel mocmimoBHOCTI [14].

KonTtekcTyanizoBani eMOEIIHIY € KPUTUIHO BAXIMBUMHU JJI1 PO3YMIHHS TEKCTY,
reHepanii OmuciB 1, 30KpeMa, IJs MOOYJOBH IHTENEKTYaJIbHUX CHUCTEM T€Hepalii
300pakeHb 32 TEKCTOBUM 3anuToM. CaMe 3aBJIIKM MEXaHI3MY YBaru Taki MOJI€JI MOXKYTb
eheKTHBHO BU3HAYATH, SIK1 CJIOBA B OTMCI MAlOTh HAWOUIbIIIE 3HAYCHHS JIJI1 TTOOY/TI0BU

300pakeHHSI, 1 Ha SIK1 €JIEMEHTH BI3yaJbHOI CIICHU MOTPIOHO 3BEpHYTH OIbIIE (OKYCY.
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OTxe, MEXaHI3M yBaru — 1€ ceplie TpaHc(hopMepHOi apXITEeKTypH, sIKE T103BOJISIE
CHUCTEMI PO3MOJUIATA «KOTHITMBHI PeCcypcw» MDK PBHHMU YacTUHaMH iHopMaIlii,

3a0€3Meuyoun rauo1Ie, KOHTEKCTHO 3aJICKHE PO3YMIHHS JTaHUX.
3.3 Po3paxyHok yBaru

MexaHi3M yBaru, 10 JIGKUTb B OCHOBI TPaHC(POPMEPHOI apXITEKTypH, Mae
JEKUTbKa PI3BHOBUIIB, K1 BIIPI3HAIOTHCS CIOCOOOM OOUYUCIIEHHS BaroBUX KOE(DILIEHTIB
IUIsl OOYNOBM JIHIAHOT KOMOIHAlll BeKTOpiB o3HaK. He3anexHO Big KOHKpPETHOT
peaniBaiii, TOJIOBHOIO METOI0 3aJMINAETbCS (POPMYBaHHS KOHTEKCTYaI30BaHUX
npencTaBiieHb (€MOENIHTIB), SIKI BPAaxXxOBYIOTh CEMAaHTHYHI B3aEMO3B’SI3KA MDK
TOKEHaMH B MEXaX yCl€l TOCITOBHOCTI.

OaHuM 13 HAUMOMIMPEHIIMX Ta Hale(PEKTUBHIIIUX BAPIAHTIB IbOTO MEXaHBBMY €
scaled dot-product attention — yBara, 3acHoBaHa Ha MacCIITA0OBAHOMY CKAIIPHOMY
n100yTky. CamMe 1eii minxin BUKOPUCTOBYETHCS Y OUIBIIIOCTI Cy9acHUX TpaHCPOpMeEpiB,
takux sk BERT, GPT a6o Vision Transformer. Moro edexrnBHiCTh 3yMOBiIcHA
OPOCTOTOIO pealizallii, OOYUCIIOBAIbHOI CTaOUIBHICTIO Ta 3AATHICTIO Ja00pe
MacIITadyBaTUCh JUIS BEIMKUX HAOOPiB qanux [21].

[lepenbavaeTbesi, 1m0 BC1 BXiHI eMOEIIIHTY MTOTIEPEIHBO MO3HUIIIHO 3aK0I0BaHi,
TOOTO KOKE€H TOKEH Ma€ HE JIMIIIEe BEKTOp 3HAUYCHHS, ajie i IH(pOopMaIlito Ipo CBOE MICIIe
y mocmmoBHOCTL. Ile HeoOXximHO, amke, Ha BIIMIHY BT PEKYPEHTHHX MEPEK,
TpancGopmepu HE MarOTh BOYTIOBAHOTO TOHSATTS MOPSIIKY.

OcHOBHa 111es TIOJIATaE Y CTBOPEHHI KOHTEKCTYAII30BaHUX €MOEIIIHTIB MUIIXOM
noOy10BU JHIMHUX KOMOIHAIIA BUXITHUX BEKTOPIB. J{J1s1 11OT0 HEOOXITHO BUSHAYMTH,
K1 TOKEHU € HalOUTbII PEJIEBAHTHUMU OJUH OJTHOMY.

o6 OIHUTH CTYIIHb B3a€EMO3B’ 13Ky MDK JBOMA TOKEHAMH, BUKOPUCTOBYETHCS
MOHSATTS CXOXKOCTI, L0 KUIbKICHO BHU3HAYAETHhCS 4Yepe3 CKASIpHUM JMOOYTOK TXHIX
BEKTOPHUX TMpEACTaBleHb. YUM OUIBIIMM € 3HAYeHHS JOOOYTKY, TUM CHJIbHIIIUAN

CEeMaHTUYHHUHA 3B’S30K MDK BIIMOBITHMMH TOKeHamu. lle mpomec 300paxeHo Ha

pHUCYHKY 3.8.
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Pucynok 3.8 — Busnauenns emOeqIIHT1B

OCKUTbKM HEOOXITHO MOPIBHATH KOKEH TOKEH 13 yciMa IHIIMMH Y TOCIITOBHOCTI,
PO3pPAXyHKH y3arajbHIOIOTHCS IO MAaTPUYHOTO MHOXEHHs. Y pe3ynbraTi GopMyeThCs
Mmatpuls Bar (abo attention scores) — ABOBHMIpHA CTPYKTypa, A€ KOXEH E€JIEMEHT
Bi10OpaXka€ Mipy BIUTUBY OJIHOT'O TOKEHA Ha HILHIA.

Jlnst Toro 1mo6 3poOuTH 11l Baru IHTEPIPETOBAHUMH Ta 3a0€3MEUNUTH, 100 TXHA
cyMa JOpIBHIOBAIA OJWHUIN, 10 OTPUMAHOI MATPHUIll OIIHOK 3aCTOCOBYETHCS
OararoBumipHa JorictmuHa (yHKmis (Softmax). BoHa mepeTrBoproe MOBUTbHI AIACHI
YHCJia y HOpMalli30BaHi HMOBIPHOCTI, 1€ KOJKEH €JIEMEHT ITOKa3ye, Ky YaCTKY YBaru CJI
OPUJIUTUTH IEBHOMY TOKEHY.

OpnHak MaTpUYHE MHOKEHHS MOYKE IPU3BOIUTH /10 TIOSIBU y>KE€ BEIUKUX 3HAYECHb,
1110, Y CBOIO Uepry, BUKIIMKAE 3HUKAHHS TPAJIEHTIB 1]l Yac HaBYaHHA — TOOTO MO/JIeJh
NOTaHO OHOBIIOE CBOi napamerpu. o0 yHUKHYTH 1IBOTO eekTy, y popMyIry BBOISTH
MaciTabyBaTbHUM KOE(PIIIEHT, SIKMM 3MEHIITYE 3HAYEHHS CKaLIPHOTO JOOYTKY mepen
3actocyBaHHsIM Softmax[19]. 3a3Buuaii 1eit KoedilliEHT JOPIBHIOE KBAIPATHOMY KOPEHIO
3 po3MipHocTi mpocTopy Kmouis (Vdy). Takuil minxix poOHTs HABYAHHS CTAGUIBHIM i

3arobirae nmepeHacuueHH0 GyHKIi aktuBartii (puc. 3.9).
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Embedding
Matrix
[emb_sizo x
seq_len]

Attention

Normalise SoftMax Scores

Embedding Matrix
{s0q_lan x emb_size) (+Vemb_saze) {seq_len,
seq_len)

Matrix Multiply

Pucynok 3.9 — MHOEHHS OLIIHKY yYBaru Ha MONPaBOYHUNA KOEDIIEHT
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[licns wHOpMamizarii Bar OTpUMaHa MATPHUI OINIHOK yBaru MHOXKHUTHCS Ha

MaTpHI0 BUXITHUX eMOenaiHriB (pucyHok 3.10). Ile exkBiBasieHTHO MOOYAOBI JMHIMHOT

KOMOIHaIi BEKTOPIB, /¢ KOXEH BXIIHUN eMOeqaHr poOUTh BHECOK y (popMyBaHHs

OHOBJICHOTO TPECTABICHHS, MPOTOPIIHHO CBOTH BaykiuBoCTi [19].

Embedding
Matrix
femb_size x
s0q_len)

Embadding Matrix
{seq_len x emb_size]

Attention
Scores
fseq_ten,
seq_len)

Embedding Matrix
[seq_len x emb._size)

Matrix Multiply SoftMax Matrix Multiply

Pucynox 3.10 — MHOEHHSI OI[IHKH yBarv Ha MaTpUII0 BUXITHUX MO IUHT B

Contextualised
Embedding Matrix
[seq_ten xamb_size)

Mopenbs oTpuMye MaTPHINI0 KOHTEKCTYaT30BaHUX €MOEIIHTIB, y SKIM KOXXEH

BEKTOP BlmoOpakae HE JIMIIE BJACTUBOCTI OKPEMOTO TOKEHA, a M 3aJISKHOCTI MDK yciMa

IHIIMMA TOKEHAMH TMOCTiIOBHOCTI. lle mae MOXIMBICTP BpaxOBYyBaTH CEMaHTHYHUN

KOHTEKCT, TpaMaTu4Hi 3B’ SI3KM Ta MO3UIIIHI 3aJIeKHOCTI B MEKaX YChbOTO PEUYCHHS a0

OTIHCY.

[IpoTe mpsiMe BHUKOPUCTAHHS MOYATKOBUX €MOCIIIHTIB y TpoIeci 00UMCICHHS

yBaru Mo’ke PHU3BECTH J0 MepeBaHTakeHHs iHpopmariero. [1lo6 moermmTy HaBYaHHS

Ta MIBUIIMTA BUPA3HY 3JATHICTH MOJIENI, eMOEIIIHIU MONEPETHbO MPOMYCKAIOTHCS

2025p.

Ckuba Oner



39
Kadenpa iHTenexryansHux iHGOpMAIIHHUX CHCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

yepes TpH He3aJIeKHI JHIMHI mapu (rmpoekiii) — nmo3HadeHi Ak Q (Query), K (Key) 1V

(Value) (pucynox 3.11).

Embedding Motrix
[s2q_ton x emb_size]

Embedding Matrix
[s0q_ten x emb_size)

Matrix
transpose
Linear Layer
V)

{emb_size, hidden_size]

Linear

Linear Projection (V)
(seq_lenx hicden_size]

Linear
Layer
Attention
Scores
[seq_ten,
seq_len]

Normalise
Vhidden_size)

Embedding Matrix Q Linear Projection (Q)
{s6q_fen x emb_sizo] [50q_lon x hiddon_sizo]

Matrix Multiply Matrix Multiply

Pucynok 3.11 — Ilepenaua MaTpuili uepe3 TpU HE3AICKHI IIapu

ne Q (3anmuT) — BU3HAYae, sKy iHGOPMAILio IIIyKae MTOTOYHUNA TOKEH;
K (xr09) — BimoOpaxkae, Ky iHOpMAIIiF0 MOKE HaJIaTH HIINHA TOKEH;
V (3HaueHHsI) — MICTUTh BllacHE iH(pOpPMaIliiHE peICTaBICHHS TOKEHA.

Tomy mix yac oGuucieHHs yBaru Moaenb 3ictasise 3anuTh (Q) 3 kmoyamu (K),
BU3HAYa€ CTYIIHb iX BIUIMOBIIHOCTI Ta, 3 ypaxyBaHHAM OTPUMAaHUX Bar, GOopMye HOBI
KOHTEKCTyallbHI BEKTOPU HA OCHOBI 3Ha4YeHb (V).

SAkio oHa 1 Ta cama MaTpuIlsl eMOEIIHTIB MOJAEThCS OJHOYACHO Ha BC1 TpHU
npoexiii Q, K1V, To Takuii nporiec otprmaB Ha3By camoyBara (self-attention). Y ipomy
BUMAJIKY MOJIETIb aHAJI3YE B3aEMO3B’ I3KH BCEPEANHI CaMOi OCIIIIOBHOCTI, BUSBIISIIOYU

3aKOHOMIPHOCTI MDK 1i eleMeHTaMu 0e3 30BHINHIX JaHUuX (PUCYHOK 3.12).

Embedding Makrix

(b b x it_sin]

Scaled Dot-Product Attention

Embaading Matrix
{s0q tn x nrm_sm]

Pucynok 3.12 — O6uucieHHs yBaru

2025 p. Ckuba Oner



40
Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

TakuM 4YMHOM, PO3pPaXyHOK YBaru € LEHTPAIbHUM €TarioM poOOoTH TpaHchopmepa.
Bin mo3Bossie Mozeni HE MPOCTO OOPOOISITH OKpeMi TOKEHH, a OymayBaTH TIHOOKI,
KOHTEKCTHO-3aJICKHI YSABIICHHS, SKI JIe)KaTh B OCHOBI TaKMX 3aBJaHb, SIK TEHEpaIls
TEKCTY, IepeKiIaa, abo — y KOHTEKCTI TaHOT poOOTH — CHHTE3 300paKeHb 32 TEKCTOBUM

OIIMCOM.
3.4 Multi-head attention

O[HI€TO 3 KITIOYOBUX 0COOIMBOCTEN apXITEKTypH TpaHcpopmepiB, 10 3a0e3meuye
iX BUCOKY €(DEKTUBHICTH Y POOOTI 3 MOCIITOBHUMHU JJaHUMU, € MEXaHI3M 0aratorojoBoi
yBaru (multi-head attention). Horo ocHoBHa inest ossirae y TomMy, mo6 He 0OMeKyBaTH
MOJIENIb €IMHUM MPOCTOPOM YBaru, a J03BOJIUTH il OJJTHOYACHO 30CEpPEIKyBaTUCS Ha
pPBHUX acrekTax BXigHO1 iHGopMami. Ile mo3Bossie cHCTEMI BHSBISATH CKIATHI
KOHTEKCTYyaJIbHI 3aJICKHOCTI MDK €JIEMEHTaMH TTOCIITOBHOCTI, SIKI MOTJIH O 3aJIAIITUTHCS
HETIOMI4E€HUMHU NPY BUKOPHUCTAHHI JIMILIE OJJTHOTO OJIOKY YBaru.

Mexanidm multi-head attention mnepenbauae mnapajenbHHU 3amyCcK KUIbKOX
HesanexHux OyiokiB Self-attention, koXkeH 13 SIKUX HABYAE€ThCS BHUIULITH TICBHUU THIT
3aJIeKHOCTENH a00 B3aEMO3B’s3KIB MDK TOKeHamu. Hampukiaza, ogHa «rojoBa» yBaru
MOKE 30CEpE/IKYBATUCS HA TPaMaTUYHUX 3B’ sI3KaX MDK CJIOBaMU Y PEUYEHHI, TO1 SIK HITIa
— Ha CEMaHTUYHUX YU TEMaTMYHHX BITHOCHHAX. TakuM YHWHOM, PI3HI TOJOBH
I03BOJIIIOTH MOeI (hopMyBaTH OUTbI OaraTuii i TTHOOKHMI KOHTEKCT [2].

ITicns Toro sx yci He3anekH1 OJ10ku self-attention 3aBepITyroTh 00YHCICHHS, 1X
pe3yibTaTh 00’ €HYIOTHCA (KOHKATEHYIOTHCS) Y €IUHUN BEKTOPHMMA pocTip. OTpruMaHa
KOMOIHAIll MICTUTh 1H(OpMAIiD 3 YyCIX «roJiB», 00 3a0e3nevye IOBHIIIE
IpeICTaBJICHHS BXITHUX JaHuX. [lami s 00’ €1HaHa MaTpUIls MPOXOAUTh Yepe3 JIHIMHMIA
map (fully connected layer), sikuii BuUKOHye (YHKLIIO Yy3aralbHEHHS — BIH J1a€
MOJIMBICTh MOJEJI IHTErpyBaTh KOHTEKCTyabHY H(pOpPMAIIi0 3 YCiX OJOKIB yBaru B
€IMHE, CTPYKTYPHO Y3T0 KEHE MPEACTABIICHHS.

[Io6 yHUKHYTH 30UIBIIICHHS] PO3MIPHOCTI 00YHUCIIEHb Ta 30epertd eheKTUBHICTh

HaBYaHHs, NMPUXOBAHUW PO3MIp MPOCTOPY y KOXKHIA «TOJOBDY attention 3a3BUYai
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BU3HAYAIOTh TaK, 100 CymMa PO3MIPHOCTEH YCIX TOJIIB JOPIBHIOBAJIA PO3MIPY BUXITHOTO
emOenaiara. ToOTO, KO BUXITHUN eMOea iHT Mae po3MIpHICTE d_model, a KUTBKICTh
TOJIIB CTAHOBHTH h, TOJI KOKHA 3 HUX omepye nmpoctopom po3mipom d model / h. 1le
3abe3mnedye 6amaHc MDK MTPOAYKTUBHICTIO MOJIETI Ta 11 3/JaTHICTIO HABUATUCS CKJIATHUM

3B’s13KaM 0e3 HaJAMIPHOTO 30UIbIIEHHS KUTbKOCTI mapamerpiB (pucyHok 3.13).

Contextualised
Embedding Matrix
[seq_len x hidden_size)

Self-attention
Maoden_size=emb_size/num_heaos

Linear
Contextualised Layer

Positionally encoded “
Embedding Matrix Concatenate

Embedding Matrix

Contextualised
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higden_size=emb_size/num_heads

[seq_ion xemb._se] [seq_len x hidden_size] [omb_size, [s8a_tan x emb_size]
amb_size]

Contextualised
Embedding Matrix
[seq_ten x hidden_size)

Self-attention
hidden_size=emb_size/num_heads

Multi-head self-attention

Pucynok 3.13 — CxemarnuHne npencraieHas ctpykrypu multi-head attention

BbaratoronoBa yBara 103BoJIsie TpaHCQOpMeEpy NapajeabHO aHAI3yBaTH J1aHI 3
PBHUX TOYOK 30pYy, IHTErpyBaTd OTpUMaHy IH(OpMaIll0 Ta CTBOPIOBATH IIHOIIE
KOHTEKCTyaJbHE MPEACTaBICHHS BXIMHOI mociimoBHOCTL. Came mel Miaxia 3HAYHOIO
MIPOTO MIOSICHIOE BUCOKY €(PEKTUBHICTB TpaHC(HOPMEPIB Y 3aBIaHHIX 0OPOOKH PHUPOTHOT
MOBH, T€Hepallil 300paXeHb 32 TEKCTOBUM OIMMCOM, a TAKOXK Y 0araTh0X IHIIMMX ramy3sax

IITyYHOTO 1HTEJIEKTY.
3.5 Cxkaaa Tpancgopmepa

Apxitektypa TpaHcdopMmepa € CKIaJAHOI0 OararopiBHEBOK CHUCTEMOIO, IIIO0
TIOETHYE KUThKa B3a€EMOIIOB’ I3aHMX KOMIIOHEHTIB, KOJKHA 3 SIKUX BUKOHYE CIICIIU(DIUHY
poiib 'y mpoiieci 00poOKu mochimoBHUX gaHuX. Came rapMoOHIilHA B3aEMOIS IUX
€JIEMEHTIB J03BOJIsI€ MO/IeT1 €PEKTUBHO aHAII3yBaTH KOHTEKCT, BCTAHOBIIIOBATH JIOTTIHI
3B’ SI3KM MDK TOKCHAMH Ta Oy 1yBaTH IIMOOKI KOHTEKCTyali30BaHi moaanus [17].

OCHOBHUMU CTPYKTYPHUMH CKJIaIOBUMH TpaHcopmepa €:
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— Heripomepexa 3 npsimuM 3B’ s13koM (Feedforward Neural Network, FFN): et
€JIEMEHT SIBJIsIE COOO00 IBOIIAPOBY HEUPOHHY MEPEKY, IKa 3aCTOCOBYETHCS HE3AJICKHO
0 KOYKHOIO TOKEHA B MeKaX IIOCIHIIOBHOCTI. Ii OCHOBHE 3aBJaHHSs — HOTIMOUTHU
HEJIHIMHICT MOJIENI, 30UThLIYIOUH 1i 3JaTHICTh PO3MI3HABATH CKIIAIHI 3aJIEKHOCTI MDK
o3HakamMM. Ha BIIMIHY Big MeEXaHI3MY yBaru, SIKUid BUSIBIISIE B3a€EMO3B’A3KH MDK
tokeHamu, FFN mpaiioe 3 KOXXHUM €IeMEHTOM OKPEMO, BHKOHYIOUM HEJiHIAHI
NEPETBOPEHHSI eMOENIHIIB. Y KJIACUYHOMY TpaHchopMepi, ONMMCAaHOMY Y BUXIIHIN
HaykoBii poooTi “Attention Is All You Need” (Vaswani et al., 2017), BUKOPUCTOBY€EThCS
aktuBamiiHa ¢yakiiss GeLU (Gaussian Error Linear Unit), sika kparie maxoauTb IS
ITMOOKUX apXITEKTyp 3aBASKH CBOIH TUTaBHIN 1 cTaOUIBHIN OBEMIHIN. BTiM, y cydacHUX
peaniarisix TpaacpopmMepiB iHO 1 3aCTOCOBYIOThCS 1HIII BapiaHTH, 30kpema ReLU, SiLU
abo Swish, 3a5eXXHO Bill apXITEKTYpHUX 0COOJIMBOCTENH;

— Hopmanamis mapiB (Layer Normalization): 1ieli KOMIOHEHT € KPUTUYHO
BXKJIMBUM ]IS CTA0UTPHOT'O HABYAHHS BEJMKUX HEUpOHHMX Mepexk. Layer Normalization
BUKOHYE MacluTa0yBaHHS aKTUBALIM y MeXaxX KOXXHOro uiapy, 3a0e3nedyrouu
CTaOUTLbHMM PO3MOAUT BXITHUX 3HA4YeHb. Takuil minxig 3amobirae “BulOyxy” abo
“3HUKAHHIO” TPAIIEHTIB, SKI MOXYTh YCKJIQOHUTA a00 HaBITh 3YIHWHUTH IIPOIIEC
HaBYaHHs. Y TpaHcPopmepax HOpMam3allisi T03BOJISIE BUPIBHATH TOBEAIHKY PI3HUX
mapis, 3abe3meuyrour OUIbII IJIaBHE MPOXOKEHHS TPAJIEHTIB uepe3 TIMOOKY
apxirektypy[19]. Lle ocoOmMBO BaXJIMBO, KOJM MOJENb CKIAIAETHCS 3 JECATKIB 200
HaBITh COTEHb MIAPIB, K Y Cy4aCHUX BEIUKUX MOBHHUX MOJIEIAX;

— 3B’a3ku 3 npomyckoM (Skip Connections abo Residual Connections): e
OJIHIEIO KJIIOYOBOIO CKJIQIOBOIO TpaHC(opmepa € 3anMIIKOBl 3’ €qHAHHS, sIKI Oyio
3ano3uyeHo 3 apxitekTypu ResNet. BoHu 103BOJSsIIOTE OOIMTH YacTUHY IHapy,
nepeIarody BX1IHI 1aHi 0€310CepeaHbO 10 BUXOAY, A€ BOHH JI0IAFOTHCS 10 PE3YIbTaTy
004MCIIeHb TOTOYHOTO MIapy. Lle qomomarae 3MEHIIMTH PU3HUK JIeTpaaallii TpajieHTIB Ta
crpusie CTAaOUIbHINIOMY W IUBUAIIOMY HABUYAHHIO Mojenl. TakuM 4YMHOM, HaBITh Yy
IMOOKUX Mepexax MOJIeNb 3[jaTHa 30epiraTi Mo4aTkoBY IH(POPMALIIO Ta KOPUTYBATH 11

3 YpaxXyBaHHAM KOHTCKCTY.
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Xoya 0azoBa apxitekTypa TpaHchopmepa, 3ampomnoHoBaHa y 2017 por,
3QIMIIAETHCA HE3MIHHOIO, 3 4acOM JOCJIIHUKHA 3alpOIMOHYBAIM KUIbKa BapilaHTIB ii
BJIOCKOHAJICHHS. 30KpeMa, 3MIHM TOPKHYJIMCS MICIS pO3TallyBaHHSA OJIOKIB
HOpMas3alli. ¥ movarkoBiid Bepcii Tpanchopmepa (Tak 3BaHiid post-layer norm, puc.
3.14) Hopmanizailis BUKOHYyBajacs micist onepariii self-attention ta feedforward. Takuii
nigxin 0yB eEeKTUBHUM, NMPOTE YCKIIAJHIOBAB CTAOUIbHICTh HABYAHHS JTy>K€ TIMOOKHX
MOJIEJEH.

VY cyudacHHX peanizalisix 4yacTiinle BUKOPUCTOBYEThCS MAXLT pre-layer norm (puc.
3.15), xonu HOpMa3allil0 BUKOHYIOTH J10 KOXHOTO OJioky self-attention ta FFN,
BCEPEIMHI 3ATMIITKOBUX 3B’ A3KiB. Lle pimeHHs mokparrye 30 DKHICTh MO/I€T1 Ta TBHIITYE

11 cTAaOUIBHICTH ITiA YaC HABYAHHS.
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Pucynok 3.14 — IlouarkoBa Bepcis apxitekrypu Tpanchopmepa (post-layer norm)
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Pucynok 3.15 — CyuacHa Bepcis apxirektypu Tpanchopmepa (pre-layer norm)
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Takum yuHOM, CTPYKTypa TpaHchopmepa siBiIs€ cOO0K MOETHAHHS O0ararhbox
B3a€EMOIOB’I3aHUX elieMeHTiB — yBaru, feedforward-mepex, Hopmam3aiii Ta
3aJIMINKOBUX 3 €THAHb. IX B3a€MOjis CTBOPIOE T'HYUYKY, CTIHKY Ta MAacIITaboBaHy
apXITEKTYypy, SKa CTaja OCHOBOIO IS OUTHIIOCTI CYJaCHUX IHTEICKTYaIbHUX CHUCTEM,

30KpemMa Mojieliell TeHeparlii TeKCTy, 300pakeHb Ta MYJIbTUMOIATLHUX TPEICTABIICHb.
3.6 TpancdopmepHi apxirekTypu

[cHye Oarato pBHUX TpaHCPOPMEPHUX APXITEKTYp, 1 OUIBLIICT 3 HUX MOKHA

NOAUIMTY HA TPU TUIIU: €HKOJIEPH, AEKOJAEPH Ta EHKOAEPH -AEKOAEPH.
3.6.1 Enxonepu

EnkonepHa wactuHa TpaHchopMepa € KIIFOYOBUM €IIEMEHTOM, IO BIATIOBIAE 3a
dbopMyBaHHS KOHTEKCTyaII30BaHUX €MOCIIIHTIB, TOOTO TaKUX BEKTOPHUX IMOJaHb, SKI
BPaxoBYIOTb HE JIUIIIE 3HAYE€HH OKPEMOTO TOKEHa, aJie i HOTO B3a€MO3B’ 30K 3 HILIUMHU
CJIOBaMU B M@Xax yciei mociinoBHOCTL. Ha BiqMiHy Bill 3BHUaifHIX MOJIEINEH OTepeIHIX
nokoiiHb (Hanpukiaa, RNN abo LSTM), enkonep tpanchopMmepa 31aTeH aHal3yBaTu
BCIO TIOCJIIIOBHICTh OJTHOYACHO, a HE TOKPOKOBO, 3aBASKA BUKOPUCTAHHIO MEXaHI3MY
yBaru (attention mechanism) [5].

OcHOBHA POJIb CHKOEpPa MOJISTAE y CUHTE31 TTMOO0KUX KOHTEKCTyalIbHHX I10/1aHb,
K1 TIOTIM MOYTh OYTH 3aCTOCOBaH1 y PI3HUX 3aj1a4ax MPUPOJTHOT MOBH, TaKHUX SIK:

— kimacudikamis TEeKCTy (HANMPHKIAN, BHU3HAYEHHS TEMATHKH JOKyMEHTa ado
TOHAJILHOCTI MOBIIOMJICHHS );

— po3nizHaBaHHs iIMeHOBaHuX cyTtHOcTel (Named Entity Recognition, NER), ne
MOJelNb 1IeHTU(DIKY€e Ha3BU JIFOJEH, opraHi3allii, reorpapiaHux 06’ €KTIB TOIIO;

— BIOIOBII HA 3aNTUTAHHS, KOJIHM MTOTPIOHO 3HANTH (DparMeHT TEKCTY, 110 MICTHTH
BIINOBIIL HA MOCTABJIEHE ITUTAHHS;

— no0y/I0Ba CEMAaHTUYHHUX BEKTOPHUX IMPEACTABICHb TEKCTY, SIKi 1aji MOXKYTb

OyTH BUKOPHUCTaHI1 JIJIsl MOIIYKY CXOKHUX JOKYMEHTIB a0 KJlacTepu3allii.
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Enxopep npaiitoe HaCTYITHUM YMHOM: Ha BX1JT BIH OTPUMYE TOCTIIOBHICTh TOKEHIB,
sSKa TIOTIEPEIHBO IEPETBOPEHA Y BEKTOPH EMOCIIIHTIB 1 JOMOBHEHA MO3WINHHUM
KOJMyBaHHAM. Ll MOCHIAOBHICT, MOCTIAOBHO TMPOXOJAUTh 4Yepe3 Kulbka OJIOKIB
TpaHcpopmepa, KOJKEH 3 KX CKIAJIa€ThCS 3 TBOX OCHOBHUX KOMIIOHEHTIB — MEXaHBMY
self-attention Ta feedforward-mepexi (FFN).

Y mpomeci oOpoOku  BimOyBaeThCS TOCTYNMOBE 30aradeHHs BEKTOPHUX
IpeICTaBIIEHb IHPOPMALIIEIO PO KOHTEKCT, 3aBASIKA YOMY (DIHATIbHUM BUXi €HKOJIEpa
MICTUTh MOBHOLIHHY MaTPHII0 KOHTEKCTYali30BaHUX €MOENJIIHTIB, A€ KOXKEH PSI0K
BIIMOBIIAE OJTHOMY TOKEHY Y BXIIHIM MOCIIIOBHOCTL

[Ticns mpoxomKeHHS Yepe3 BC1 EHKOEPHI Mapy MU OTPUMYEMO BHCOKOPIBHEBE
MOJJaHHS BXITHOTO TEKCTY, IKE MICTUTh HE JIUIIE JEKCUYHY IH(POPMAITIFO, a i CEeMaHTHYHI
B3aEMO3B’SI3KM  MDK cjoBamu. [li mpencTraBieHHS MOXHA BHKOPHCTOBYBATU
oe3mocepenHb0 ab0 TMOJaBaTH Ha KiIacH(IKAIIMHANA IIap, 3ajeKHO Bl KOHKPETHOI
3amayl.

Y TunoBux Bunankax (Hanpukian, y wMoneni BERT) nmns  knacudikarii
BUKOPHUCTOBYETHCS MEPIIMHI CHEHIATbHUN TOKEH MO caigoBHOCTI — [CLS]| (ckopo4eHO B
classification token). Came iforo eMOeAIHT BBAXKAETHCSI TAKUM, 1110 MICTUTh y3aralib HeHy
iH(popMalo PO BECh TEKCT.

Jlami nieit emMmOenIiHT OJAEThCsl 0 KiacudikaTopa, SIKUid 3a3BUYail BKIIOYAE TaKi
KOMITOHEHTH:

— Dropout-tmap, mo BHUKOHY€E pEryisipuU3alliio Ta 3amodirae mMepeHaBYaHHIO,
BUMA/IKOBO «BUMHKAIOUM» YAaCTHHY HEHPOHIB M1 Yac HaBYAHHS;

— mHiMHUE (Linear) map, sKuil NEpEeTBOPIOE OTpPUMAHE IMOJAHHS y MPOCTIP
KJIaCIB;

— (ynkmiro aktrBari Softmax (abo 6arato3MiHHy JoTiCTHYHY GYyHKITO, BJID),
sIKa HOpMaJIi3y€e BUXIT MOJIEINI 10 UMOBIPHOCTEH MPUHATICKHOCTI 10 KOJKHOTO KJIacy.

Pe3ynbTar poboTH €HKOepa MOYKHA YSIBUTH SIK MaTPUIII0 KOHTEKCTYyalli30BaHUX

eMOeNIHIB, SKI HECyTb IH(POpPMAIl0 NpO BCl TOKEHUM TEKCTYy, a pe3yibTar
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KJIacu(IKaIifHOTO Iapy — IIe¢ BEKTOp HWMOBIPHOCTEH, IO BKa3ye, O SKOTO KJacy
HaJIGKHUTH yCS BXiTHA MOCITOBHICTE [5].

HaitBinomimmMu  mopaenmsamu, sKi TOOyJOBaHI BHUKIIOYHO Ha EHKOJACPHIN
apxirektypi, € BERT (Bidirectional Encoder Representations from Transformers) Tta
rioro uncnenni moaudikamii — Taki sk RoBERTa, DistiBERT, ALBERT, DeBERTa
tomo. Lli Mozeni cTamu ocHOBOO AJist OutbiocTi cydyacHuX NLP-cuctem, amxe 3aBasku
JIBOHAIIPaBJICHOMY MEXaHI3MY yBaru BOHHM 3JIaTHI BpaXOBYBaTH KOHTEKCT SK 3JIiBa, TaK 1

CIIpaBa BiJ CJIOBA, 1110 POOUTH 1X Ha/I3BUYAHO TOYHUMHU Y pO3yMIHHI TEKCTY (puc. 3.16).

Contextusiaed Camesuaisod
Emrboding Matrix Embeosng
153 lenx v size 1 xemt wos)

Linear Wyer

Unnocmoliznd predictions
{Logits)

Pucynok 3.16 — Pe3ynbTar podotu mapis Dropout i Linear y knacudikaiiinomy

MOJIeJl EHKOIepa

3.6.2 [lexonepu

ApXITeKTypa IeKoepa Ma€e CXOXKICTh 13 CTPYKTYpoto eHkoaepa (puc. 3.17), ogHak
i1 TOJIOBHOIO BIIMIHHOIO PUCOI0 € BUKOPUCTAHHA MaCKOBAHOTO 1mapy self-attention (puc.
3.18). MackyBaHHs y IbOMY KOHTEKCTI O3HA4a€, 11O i1 Yac 0OUYKCIICHHS yBaru MOJ1eJh
Ma€ JIOCTYII JIUIIE 0 MOTOYHMX 1 MOMEPETHIX TOKEHIB BXITHOT MOCIIOBHOCTI, ajie HE
Oaunth MaOyTHIX. lle 3a0e3medye KOpPEKTHICTh aBTOPErPECIfHOTO MPOIECy, KOJU
KOJKHE HACTYITHE CJIOBO a00 CHMBOJI TEHEPYETHCS HAa OCHOBI BJKE BITOMOTO KOHTEKCTY,

0e3 «miarmsganasy Bruepen [4].
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Pasisionally encoded
Embedding Matsix
1809 _ten s umd_sizy)

-3
>
3
2
13
[

Masked Multi-haad self-attention

Feadforward NN

Transtormer Decoder Block (pre-layer norm)

Pucynoxk 3.17 — Apxirektypa Jiekoaepa

Unaar Prajecsion (V)
sy p——

Pucynok 3.18 — Cxema self-attention

Taka oOMexeHa yBara J03BOJIIE KOHTEKCTYaIbHUM eMOEIiHraM JeKojepa
dbopMyBaTH ySBICHHS TPO MOCIIIOBHICTh, SIKE€ BPAXOBYE JIMIIIE MOTIEPEAHIA KOHTEKCT.
Came ToMy I€KOiepy HaifuacTille 3aCTOCOBYIOTHCS Y 3aB/IaHHIX T€HEPYBAHHS TEKCTY,
MAIIMHHOTO TIEPEeKIaay, aBTOKOMILIITY UM IaJIOTOBUX CUCTEM, /1€ BXKIIMBO CTBOPIOBATH
HOBY 1H(popMaIliro mokpokoBo. OHIE0 3 HalBimoMImmMX Moaenei-aekoaepis € GPT
(Generative Pre-trained Transformer), sika 0a3yeThCsl BUKJIIOYHO Ha JIEKOACPHIN YacTHHI
apxiTtektypu TpaHcdopmepa.

o6 peanidyBaTi 0OMEXEHHS TOCTYITY JIUIIIE IO MOMEePEIHIX TOKEHIB, Y mapi self-
attention 3aCTOCOBYETbCS MACKyBaHHS OIIHOK YyBaru. Jlas 1bOTO CTBOPIOIOTH
HIOKHBOTPUKYTHY JBIMKOBY MAaTpHULO, JI€ €IEMEHTH, L0 BIAMNOBIAAIOTH MalOyTHIM

MO3UINISIM, 3aMIHIOIOTHCS HAa HETaTUBHY HECKIHYEHHICTh. Ilicis mpoXoJkeHHs depes
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dyHkiiro softmax, 11 NO3Ulll OTPUMYIOTh 3HAUEHHSI HYJIbOBOI yBaru. TakuM 4UHOM,
MOJIENb T YaCc HaBUYAHHSA HE MOXE BpaxoBYBaTH 1H(OPMAIlIO PO CJIOBA, 110 HIYTh
IICJIT TIOTOYHOTO, 1 BAMTHCS POTHO3YBATH HACTYITHUM TOKSH BUKIIFOUHO 3 TTOTIEPEIHIX.

OCKUIbKH JE€KOIepH TPAITIOIOTh 3 00MEKEHIM KOHTEKCTOM (IMIOTOYHA 1 TOTIepE/THI
MO3UIIil), 1X 3a3BUYail BUKOPUCTOBYIOTh y aBTOPErPECIHUX 3a/1auax, HapUKIaI, s
MOCJIIOBHOT'O T€HEPYBaHHS TEKCTY uM KoaiB. [1i yac Takoro mpoiecy Mojeib CTBOPIOE
eMOeNJIHT 1JI1 KOYKHOT'O TOKEHa, ajieé P IeHepallii BUKOPUCTOBYE came eMOEeIIHT

OCTaHHBOTO TOKEHA, KM JIaJli MepPeIacThCs Ha BXiJ HACTYITHOTO KPOKY (puc. 3.19).

Trarsformvee Decodes Biockis)

Pucynok 3.19 — 3aBnanHs 3 reHepyBaHHS MOCIIOBHOCTI

Konmu BuxinHi jnoritm Oynu OTpUMaHi 3acTOCOBYeThCsl (yHKIs SOftmax, sika
NEPETBOPIOE TX Y PO3MOAUT KMOBIPHOCTEH 1O CIIOBHUKY MOJIENI — TOOTO, BU3HAUAE, IKE
CJIOBO HaiiMOBipHIme Oyae HacTymHuM. OnHaK, 100 YHUKHYTH OJTHOMAHITHOCTI a0o
HAJMIPHOT BUMAJKOBOCTI MPHU BUOOP1 HACTYITHOTO TOKEHA, 3aCTOCOBYIOTHCS CTCIANbHI
MeToau (UIbTpaIlil PO3IMOILTY HMOBIPHOCTEH:

— perymoBaHHS TeMmIieparypu (temperature scaling): TemmepaTypa — 1€
napamerp, SIKHii KOHTPOJIIOE CTYIIHb BUMIAJAKOBOCTI i Yac BUOOPY HACTYITHOTO CJIOBA.
[Ipy HU3BKUX 3HAYEHHSIX TEMIIEpaTypa MOJEIb CTa€ OUIbII «JAETEPMIHOBAHOIO» 1
CXWISIETHCS 10 BUOOPY HaAMOUIbII IMOBIPHUX TOKEHIB. Bucoka TeMmneparypa, HaBIaKy,
PO3IIMPIOE CIIEKTP MOKJIMBUX BapiaHTIB 1 POOUTH TEKCT OUIbII PI3HOMAHITHUM 1
TBOPYHM,;

— Bubipka Top-P (nucleus sampling): y 11soMy MeTO/1I BpaxOBYIOTHCS JIUIIIE Ti

TOKEHH, CYKyITHa HMOBIPHICTB SIKMX Tep €BHUIITYe MMeBHU mopir P. Takum dynHOM, MO 1€TTH
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aIalTUBHO OOMEXYy€e KUIbKICTh MOSKJIMBUX BapiaHTIB, BPaxXOBYIOUM JIMIIEC HAOUIbII
HMOBIpHI CJI0Ba, ajie 6e3 (hIKCOBaHOT KUTbKOCTI KaH/TH/IaTiB.

— BubOipka Top-K: TyT KUTbKICTh MOKIMBUX KaHIHIATIB 0OMEXKyeThCs Juire K
HaIMOBIpHINIMMH TOKeHaMU. ToOTO, 3 yChOTO CIIOBHUKA PO3TIISLAAI0THCA TUIbKU K c1iB
3 HAUBUIIUMH JIOTITaMH a00 MMOBIpHOCTAMMU. Lle 1ae OUTbIIT KOHTPOIHLOBAHUIMA, AJIe MEHIII
THYYKHUI BapiaHT nopiBHsHO 3 Top-P.

[Ticyis 3acTOCYBaHHS OJTHOTO a00 KUIBKOX 13 IIUX METO1iB (hOPMYETHCSI 3MEHIIICHHI
pPO3MOALUT MIMOBIPHOCTEHN, 3 SIKOTO BUOMPAETHCS HACTYMHHUM TOKEH. Llel TokeH moTiM
JOJAETHCS 10 BXITHOT MOCTIIOBHOCTI, 1 TIPOIIEC TOBTOPIOETHCS — MOJEIb T€HEPYE TEKCT
MIOCTYIIOBO, KPOK 32 KPOKOM, JOKH HE Oyae JOCITHYTO OakaHOi JOBXWHU ab0 HE

3TEHEPYETHCS CICHIATbHUN TOKEH 3aBepIieHus mocaigqosuocTi (end-o0f-sequence token).
3.6.3 Enkoaepu-aexoaepu

ApXITEKTypa €HKOJIep-JIeKOJIep € KIACUYHUM 1 BoJHOYac (yHJIaMEHTaIbHUM
BapIaHTOM TpaHC(HOPMEPHOI MOJIEI, [0 CIIOYaTKy Oysia nMpecTaBieHa B OpUTTHAIbHIN
ctarti “Attention Is All You Need” (Vaswani et al., 2017). Came 1ie#i Tun Tpancgopmepa
CIIOYATKYy 3aCTOCOBYBABCS JJIsI MAIIMHHOTO TIEPEKIIay, 1€ HEOOXITHO MepETBOPUTH O/THY
HNOCTIAOBHICTh (HAPUKIIAL, PEYECHHSI MOBOIO-IKEPEIOM) Y BIIMOBIAHY MOCIITOBHICTh
1o mMosoio [10].

V wiil apXiTeKkTypi eHKOJep BUKOHYE (DYHKIIIFO KOAYBaHHS BXIAHOI MOCIIOBHOCTI
B Ha0ip KOHTEKCTyaJIbHUX MPE/ICTaBICHh a00 MPUXOBAHNX CTAHIB, K1 MICTSATH 3MICTOBY
iHpopmamiro npo BxiaHi AaHl [loTiM 1 mpUXOBaHi MPEACTABICHHS MEPEIAIOThCS 10
JeKoJiepa, SIKUM Ha 1X OCHOBI ITOCTYNOBO I'€HEPYE BUXIIHY MO CIIOBHICTh Y OaXKaHOMY
¢dbopmari — HaNpUKIa, IepeKia, MICYMOK TEKCTY YU BilTIOBYIb HA 3aIIUTAHHS.

OTxe, OCHOBHA 1/1esl €HKOIepP-IE€KOIEPHOT apXITEKTypH MOJISTAE Y IBOCTAITHOMY
mpoIiect:

— eTan KOJyBaHHS: CTBOPEHHS BHYTPIIIHHOTO 3MICTOBOTO ITOTaHHS BCIET BXIIHOI

ITOCJIIOBHOCTI;
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— eTam JIeKOAYBaHHS: TIOCTYNOBE BIATBOPEHHS BHXIIHOI IOCTITOBHOCTI,
BUKOPHUCTOBYIOUM H(POpMAIIIO 3 €HKOAepa.

Xoua 3 po3Butkom unctux mozened tuiy BERT (enkoaep) ta GPT (nexonep)
KJIACUYHI EHKOAEPH-IEKOIEPH CTAIM MEHIII MOIIMPEHUMH, BCE XK apXITeKTypa “‘encoder-
decoder” 3aymInaeThCs YHIBEPCATBHOIO JJISl IIUPOKOTO KJIAcy 3aj1a4, sSIKi MOYKHA ITOJ1aTh
y ¢opmari «IOCIIOBHICTF — MOCIIMOBHICTEY (Sequence-to-sequence). [lo Takux
3aBJlaHb HAJIGKaTh MAIMHHUW TIEpeKyIajl, reHepalls BIIMOBiIeH, MIOUTTS MiICYMKIB
TEKCTiB (summarization), kiacudikais 3anutiB Tomo [21].

OaHuM 13 HalBITOMIIIMX Cy4acHHUX IpHKIaaiB € moaenb T5 (Text-to-Text Transfer
Transformer), sika y3arajabHIOE MIAXiT «BCE € 3a7a49€I0 IEPETBOPEHHS TEKCTY Ha TEKCT.
Y TS 6ynp-sKy 3amaqy — knacu(IKallito, TeHeparlito, 3aT0BHEHHS MPOITYCKIB Y1 BIIOBII
Ha 3alMUTaHHS — MO’KHa (opMmaiidyBaTH AK NpoOiieMy MoOyAOBH OJHIET TEKCTOBOI
MOCJIIOBHOCTI 3 HIIOT, 0 3a0e3neuye eAMHUNA YHIQIKOBAaHUN MiAXi 10 HABUaHHS Ta
BUKOPUCTAHHS MOJIEJI.

Kiro4oBOK0 BIIMIHHICTIO apXiTeKTypu THUIy eHKojaep-aekonep (puc. 3.20) e

HasBHICTh MEXaHI3MY €HKoJiep-1ekoaepHoi yBaru (encoder-decoder attention).

Masind Muttl-heod sell-atiantion

Foediorwarnd NN

Transtormer Decoder Block(s) - post-layer normalization

Pucynok 3.20 — Cxema apXITeKTypH €HKOJiepa-IeKoaepa

SO B €HKOAEep1 BAKOPUCTOBY€EThCS juile self-attention a1 aHanizy BHYTPIIIHIX

3B’SI3KIB MDK TOKEHAMHU BXITHOI MOCJIIOBHOCTI, TO B JE€KOJepi, KpiM BiacHoTO self-
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attention, € 1e Kpoc-yBara (cross-attention) — MexaHid™m, SKHH [103BOJIIE MOZCII
30CEepeHKYBaTHCSI HA PEJICBAaHTHUX YacTUHAX BUXOJY €HKOJEpa Iy 4Jac TeHepallii
KOXXHOTO HOBOTO TOKEHA.

VY upomy nportieci BeKTopu 3anuTiB (Q) GopMyIOThCS 3 MOTOYHHUX TAHUX JIEKOJIEPa,
toai stk kimrodi (K) Ta 3Hauenns (V) 6epyTbes 3 BUXOIIB €HKOiepa. TakuM YUHOM, KOXKEH
TOKEH, SKUH TEHEPYETbCS JEKOJEPOM, MOXKE BpPAXOBYBAaTH BCIO CEMaHTUYHY
iHpopMano, 1o Oynaa BUTATHYTa €HKOAEPOM 13 MOYATKOBOI mociigoBHOCTL Lle nae
3MOTY €(EeKTHBHO MepeaaBaTH 3MICT MDK JBOMa YacTMHAMM MOJENi Ta 3a0e3rneuye
BHUCOKY SIKICTb MIEPEKIIa/IIB 1 TEKCTOBUX y3arajibHEHb.

Komu pns BCiX BXITHMX TOKEHIB BUKOPUCTOBYETHCA CIIUTbHA MAaTpHUILS
eMOeIIIHTIB, TIPOIIeC TeHepallii B €HKOAep -AeK0/Iepl Mae 6arato CuIbHOTO 3 POOOTOIO
YHUCTHX JEKOJCPHUX apXITEKTyp, alle 3aJIHMIIAEThCS OUThIT KOHTEKCTHO HACHYCHHUM
3aBJISIKA BUKOPHUCTAHHIO JOJATKOBOI H(MOpMAIIil 3 eHKOIepa.

VY HaBeJIeHil BUIIIE CXeMi apXITeKTypH MOKa3aHo BapiaHT post-layer normalization,
SAKUN BIINOBIIA€ OPUIHAIBHIA peani3auii TpaHcdopmepa. Y 1bOMY BapiaHTl ILIap
Hopmaniauii (Layer Normalization) 3acToCOBY€eThCS MICJIsT KOKHOTO MIOJOKY (yBaru
abo feed-forward mapy), mo nomomarae cTaOuTI3yBaTH MPOIIEC HABYAHHS, 3MEHIIUTH
KOJIMBAHHS T'PAJIEHTIB 1 MOKpAIMTH 30 DKHICTh Moeni [19].

Takum 4MHOM, €HKOJIEeP-IEeKOepHI TpaHChOpPMEpPH IO €EHYIOTh IepeBaru 000X
MIIXOAIB — IITMOOKE KOHTEKCTyaldbHE PO3YMIHHS TEKCTY BII C€HKOJEpa Ta IMOKPOKOBY
TeHEeparliro B JAeKoJepa — 1 3aIHMIIAIOTECSI OCHOBOIO I HAWITOTYXKHIIMX MOJICIEeH

IIPUPOJHBOI MOBH.
3.7 BukopucTtaHi iHCTpyMeHTH Ta MOBHM NIPOrpaMyBaHHs

Python € ocHOBHMM IHCTpYMEHTOM Ha SIKiii pealTi30BaHO CEPBEPHY YACTHHY
CHUCTEMH r'eHepallii 300paxeHsb. BoHa BUCOKOpIBHEBA, IHTEPIPETOBAHA Ta MA€ IPOCTUI
CHHTAKCHUC, BEIMKY EKOCHCTeMYy OI0TIOTEeK Ta IIMPOKUN CIEKTP 3aCTOCYBAHHS, IO

poOuTh 11 6a30BOI0 y TaTy31 ITYIHOTO HTENEKTY Ta TeHeparlii 300paKeHb.
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python’

Pucynoxk 3.21 — Jlorotumn Python

VY mexax gaHoi poootu Python Gyio BUkopucTaHo Ij1s peasizailil BCiX KIF0YOBHX
KOMIIOHEHTIB: TOMepeaHbOT OOpOOKM MaHMX, TEKCTOBOI TOKEHBali, pobotm 3
JIeKoJiepaMi Ta €EHKOJEpaMH, TeHEpAaTUBHUMU MOJCISIMA Ta QJIrOpUTMaMH Ta
OCTOOPOOKH KIHIIEBOTO 300pakeHHS. KIT0UOB1 HAIPSIMKKA BUKOPHUCTAHHS 0I0JTIOTEK:

— Pytorch — mnoOymoBa Ta iHpepecH HEHPOHHUX MEPEXK, BKIIOUYAIOYH
tpancdopmepis (UNet, Stable Diffution);

— Transformers — ans podotu 3 XLM-R, MariantMT Ta iHIIMMH TEKCTOBUMU
EHKOJIepaMH;

— Diffusers — nns imimianmizamii Ta reHepamii 300pakeHb 3a JIOMOMOTOIO
nudy3iiHoi Moieni;

— OpenCV Ta Pillow — ana nonepeanboi 00OpoOKu 300paxkeHb;

— NUmPy — a1t po60TH 3 YMCTIOBUMH MacHUBaMH;

— Matplotlib — nnst ananizy Ta B3yamizaiii pe3ynbTaris;

— FastAPI — nns ctBopenHst BeO-API, 3aBsku sKOMYy MOJEINb HTETPYETHCS B
iHTepdeiic.

Python Hagae MoXIHBICTh 3a0€3MEUUTH TTOBHUN LUK POOOTH 3 TCHEPATHUBHOIO
MOJICJUTIO: BII aHAJ3y TEKCT 1 HOTO TEPETBOPEHHS B EMOCIJIMHTH 10 TEHepalli
¢biHaTBHOTO 300paKeHHA Ta HOTO IOBEPHEHHS y IHTEp(eiic KopucTyBada. 3aB/IsSKy CBOIN
THY4KOCTI MOBa JO3BOJIIE IIBUAKO HABYUTH Ta HAJAITYBaTH  MOJIEb,
eKCIIEpUMEHTYBATH 3 1i mapaMeTpaMu Ta peai30ByBaTH J0/1aTKOBI METOIH 1 alrOPUTMHY,

TaKi K cyneppesomonis Ta LORa-naBuanus [37].
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JavaScript — e MmoBa mporpamyBaHHsI, Ika BUKOPUCTYBYETbCS JIJII CTBOPEHHS
IHTEpaKTUBHUX Ta JIWHAMIYHUX MOXJIMBOCTEH BeOIHTEp(delicy CUCTEMHU TeHeparlil
300pakeHb. 3aBISIKA JS crcTeMa MOJKE pearyBaTH Ha Jii KOpUCcTyBada, 0OMIHOBAaTHCH
JaHUMH 3 CEPBEPOM Yy PEKHMI PEalbHOTO Yacy Ta BimoOpakaTH pe3yibTaTH PoOOTH

Moj1es 0e3 Tiepe3aBaHaXeHHs cTopinku [38].

Pucynoxk 3.22 — Jlorotun JavaScript

JavaScript n1ae MOXIMBICTH 3a0€3MEUUTH JIOTIKY KIIEHTCHKOI YaCTHHH,
BKJTFOYAIOUH:

— HaJICHUJIAHHS TEKTOCTOBOTO MPOMTY Ha CEPBEPKY YaCTUHY CHCTEMHU uepe3
HT TP-3amur;

— OTPHWIMaHHS 3reHepOBaHOT0 300pakeHHs y popmari Basebs;

— JWHaMIYHE OHOBJICHHS HTEp(]eicy Ta BiqoOpaKeHHs pe3yJIbTaTIB;

— CTBOpPEHHS IHTEPAKTUBHOI MaHeN 1 TeHeparlii Ta iCTopii 4aTis;

— 00poOKy MoJiii, TaKKX sIK HATUCKAHHS KHOTIOK, BBEJICHHS TEKCTY;

JS 1o03Bosile OHOBIIOBaTH KOHTEHT BE0O3aCTOCYHKY MHUTTEBO, 0€3 IMOBHOTO
nepe3aBaHTaKEHHS, II0 TMOKpallye MBUAKICTH pOOOTH Ta 3pYUYHICTh B3AEMOIII.
Hampukian, miciast BBOAY NPOMITY KOPHCTYBad ojpa3dy OaduTh CTaTyc TeHepallii,
CIIOCTepirae mKajgy Mporpeca reHepailii, a MOTIM OTPUMYE TOTOBE 300paKEHHS, SKE
ABTOMATUYHO 3’ IBJIIETHCS y YaTi

Takox JavaScript 3abe3neuye poOOTy JOKAJIbHOTO CXOBHINA, J€ 30epiracThcs

icTopis reHepaitii, mpoMnTu Ta 300paxeHHsa. lle mae MOXIMBICTH MEPEXOAUTH IO
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MOTIEPETHLO CTOPEHHOI cecili KOpHUCTyBaua, MEPErysgaTd CTBOPEHI 300paKeHHs Ta
MTOBTOPIOBATH TEHEPAIIi.

3 6a30BOI0 TEXHOJIOTIEIO, sIKa BUKOPHCTOBYEThCs B JavaScript, ¢ HTML — me
CTaHJapTHa MOBa PO3MITKH, SKa BUKOPUCTOBYETHCS I 3a0€3NCUEHHS CTPYKTYpPHU
BeOiHTepdeiicy cucTemMr. 3a JOTMOMOTOIO ii MOXKHA BH3HAYUTH OCHOBHI €JIEMEHTH

CTOPIHKH: 3arojOBKH, TEKCTOB1 TOJIA /Ui BBEACHHS MPOMITIB, KHOTKH TOYATKY

re’epailii, 0J0KH 11 BioOpa)keHHs 3HET€pOBAHOTO 300payKEHHs Ta MaHell ICTOPIi yaTB

HTML

[39].

Pucynox 3.23 — Jlororumr HTML

HTML 3a6e3nedye BIOPSAKOBaHY CTPYKTYPY HTEpPEHCy, 0 € BaKIMBUM IS
KOPEKTHO1 B3aEMO/I1i KOPUCTyBaua 3 MOJIEITIO TeHeparlii 300paxeHb. 3aBISIKU 3PO3yMUTIi
BIIOPSIAKOBAHOCTI €JIEMEHETIB KOPHCTYBad MOYKE IIBUAKO BBECTH TECTOBHUI 3alluT,
NeperyiiHyTH OTPUMAHHI PE3yJIbTaT i TeHEKEPYBATH 1CTOPIEI0 CTBOPEHHUX 300pakeHb.

Bona € mpocToto Ta 10CTYMHOIO JIJ7Is1 BUBUEHHS MOBOIO PO3MITKH, 10 JY’KE CHITHHO
CIpOLIyE MpOLEC CTBOPEHHS Ta  MIATPUMKUA  BeOiHTepdeiica  IpoOeKTa.
CranapTHU30BaHICTh FapaHTye KOPEKTHE Bi1oOpaXkeHHs BeOIHTepdelica B yCIX CyJacHUX
Opaysepax, 3abesmeuyroud cTaOUIbHY POOOTY PO3POOJCHOI CHUCTEMH Ha PIBHUX
MPUCTPOSX Ta TIaTGopmax.

OcTaHHIM KJIIOUOBHUM €JI€MEHTOM CTBOpeHHs BeOiHTepdecy € CSS — MoBa cTHIIB,
sIKa BUKOHYE pOOOTY B3yalTbHOTO oopMiieHHS BeOiHTep Pelicy KoprcTyBada B CUCTEML

Bona n103Bossi€ 3a1aT1 KOJIbOPH, PUPTH, BIACTYIH, TO3UIIFOBAHHS €JIEMEHTIB, a TAKOXK
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HaJa€ MOXKJIMBICTh CTBOPHUTHU QNANTUBHUN NH3alH, 10 3a0e3Medye 3pydHy pPoOOTYy

KOPHUCTyBaua Ha PI3HUX MPUCTPOSX.

Pucynok 3.24 — Jlorotun CSS

3a gomomoror CSS moxkHa cdopmyBarm 30BHINHIA BHTISAT IHTEp(dEHCy.
KopuryBatn cTuiap TOMB 111 BBEACHHS IIPOMITIB, KHOIIOK II0YATKy TEHEpAIii,
KOHTEHHEPIB i1 BUBEACHHS 3TEHEPOBAHOTO 300pakeHHS Ta €JIEMEHTIB icTopii. A
BUKOPHCTAaHHA THYYHUX IHCTpYMEHTiB, Takux sk Flexbox um Grid, no3Bomse
OpTaHiByBaTH iHTEep(Pelc Tak, 100 BIH 3aIMIIABCS 3PO3YMUIMM 1 aKypaTHUM HaBITh NPU
BEJMKIN KUTbKOCTI pe3ynbrariB [40].

CSS poOuth Ko/ CTWIIB CTPYKTYPOBAHUM Ta JIETKUM Y TIITPUMITL. 3aBASKH [TbOMY
€ MOKJIUBICTB IIIBUIKO 3MIHUTH BUTJISIA IHTepdeiicy abo moaaTu Oyab sSKi HOBI €JIEMEHTHL.
Moro BUKOPHCTAaHHS HAaJae MOXIIMBICT 3HAYHO NPHUIIBHAIINTH PO3POOKY Ta HAIATH
cucTtemi mpodeciiHoro, Cyd4acHOTO 30BHINIHBOTO BHTSUILY, IO IMIABUILYE KOMMOPT
KOpPHCTyBaua I 9ac poOOTH 3 CHCTEMOIO reHeparlii 300pakxeHb.

To6to CSS, JavaScript ta HT ML ¢popmye 0cHOBY KITIEHTCHKOT YaCTHHHU MPOEKTY,
CTBOPIOYU OCHOBY 1iHTepdecy, SKUWA MUICUIIOETHCS CTWIBALIEID Ta JUHAMIYHOIO
Jorikoto. Lle 103BosIsiE CTBOPUTH 3pYUHY, IHTYITUBHY Ta (DYHKI[IOHAIbHY CUCTEMY JJIS
poboTtu 3 MojeaIMu « Text-to-imagey.

Jlnst po3poOKHM, TeCTyBaHHS Ta IHTErpailii KIEHTChKOI Ta CEPBEPHOI YaCTHUHHU
CHUCTEMH T'eHepallil 300paKeHb BUKOPHUCTOBYETLCS cepenoBHiie po3pooku PyCharm. Ile

npodeciiine IDE Big JetBrains, ctBopeHe cmemianbHO s PoOOTH 3 MOBOIO
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nporpamyBanHs Python. BoHo J1ae MOKIMBICTE 3py4YHO pearyBaTH KoJI, HAIAroHKyBaTH
CepeloBHIle, 3alyCKaTH 3aCTOCYHOK Ta IHTErpyBaTH CHCTEMY 3 IHCTpyMEHTaMu

KOHTPOJIIO Bepciil. Takox € miarpumka BedrexHomorii, sk HTML, CSS ta JavaScript,

110 J03BOJISIE po3po0siTH Oexen Ta inTepdeiic [41].

& PyCharm

Pucynox 3.25 — Jlorotun PyCharm

OcHoBHi MoBOCTI Pycharm:

— TJACBIMYBaHHS CHHTAKCHCY, aBTOJIOTIOBHEHHS Ta IHTCIEKTyaJlbHUM aHAJi3

KOLy;
— BOYJIOBaHMIA TepMiHaJ Ta 3pydyHa poOOTa 3 BIPTyalIbHUMHUM CEpPEIOBUILAMH;
— NIATPUMKAa PpPO3LIMPEHb 1 BOYJOBAHUX IHCTPYMEHTIB g poboTH 3
bpeiiMBOpKaMu;

— iuTerpamis 3 Git g podotu 3 penosurtopiimu 6e3mocepentso 3 IDE;

— 3pydYHa CTPYKTypa MPOEKTY Ta €PeKTHUBHA HABIraiisi MoK (paiaamu.

Ilepesaru Bukopuctands PyCharm y po3po0iii cuctemu:

— migTpuMka Python, 1o m103BoJisie JIerko IpaioBaTd 3 MOJACISIMHU T'eHeparli
300pakeHb Ta 00UYHCITIOBAILHUMU CKPUNTAMU;

— wmoxymBicTe penaryBaru HTML, CSS Tta JavaScript nis BeGinTepdeiicy
NPOEKTA;

— Hrerpauist 3 FastAPl abo My ppeiiMBopKaMH, 1110 BUKOPUCTOBYIOTHCS 151
API-xomyHikartii;

— aBTOMAaTHWYHA MepeBipKa MOMIIIOK 1 MIKA3KH MO0 ONTHUMI3aIlii KOy,

— 3pyYHE CepEeIOBHUIIE AJI1 TECTYBaHHS JIOTIKA B3a€MOJIil KITIEHTA 3 MOCIUTIO.

2025 p. Cxnba Omer



57

Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
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Pycharm e noty>xHuUM IHCTPYMEHTOM, KU 3HAYHO TIPUCKOPYE MPOLIEC PO3POOKH,
TMOJIETTIIy€ HAJIaroKeHH Ta 3a0e31meuye KOM(POPTHI yMOBH ISl CTBOPEHHS 1 MATPUMKHU

CHCTEMH TeHepallil 300paKeHb.
BucHoBKkHu 10 po3ainy 3

VY TperroMy po3uti 0yI0 MpoaHaTi30BaHO OCHOBHI KOMIIOHEHTH TpaHCc(hopMepHOi
apXITEeKTypH Ta 1XHIO POJIb y CY4aCHHX CHCTEMaX INTY4YHOTO iHTENeKTy. Po3risHyTO
TOKEHI3aI[lf0, €MOEIIHIY, MO3UIIHE KOJyBaHHS Ta MEXAHI3M yBaru SIK KIHOUOBI
€NIEMEHTH, 10 3a0e3meuyroTh €PEeKTUBHY pOOOTY 3 TEKCTOBUMHU TMOCIITOBHOCTSIMHU.
[Tokazano, mo TokeHBamis GopMmye Oa30Be TPEACTABICHHS JIaHUX, EMOCIIIHTH
MIEPETBOPIOIOTH TOKEHU Y YHUCIIOBI BEKTOPH 3 YpaxXyBaHHSIM CEMAHTHKHU, a yBara JI03BOJIIE
MOJIeNll BU3HAYATH HAWBAKIIUBIII €IEMEHTH KOHTEKCTY. Y CYKYIHOCTI Il MEXaHI3MHU
(GbOopMyIOTh THYYKY Ta MacimTaboBaHy apXIiTEKTypy, SKa JICKHTh B OCHOBI OUIBITIOCTI
CydacHUX MOBHHX 1 MyJIbTUMOJAILHUX Mojenei. Python, JavaScript, HTML, CSS Ta
PyCharm nomnoBHI0I0TE 0/1Ha O/THY Ta POPMYIOTh TIOBHUI TEXHOJIOTTYHUHN CTEK CICTEMH.
Python BinmoBinae 3a iHTENEKTyalbHY YaCTHHY, @ BEOTEXHOJITTl 3a0€31MeuyI0Th 3pyuHUit
JOCTYII 10 MOJIelTl Ta KOM(POPTHY B3aEMO 10 3 Heto. OTpuUMaHi pe3yJbTaTH CTBOPIOIOTh
HEOOXITHE TEOPETUYHE MIATPYHTS IS TMOJAIbINOT peamsaii Ta JOCIKEHHS

TeHEpaTUBHOT MO
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4 TIPOTPAMHA PEAJII3ALISI CACTEMM I'EHEPAIIIl 305PAKEHD

VY Mexax naHoi kBamiikaiiinoi poooTu 0yi0 CTBOPEHO IHTENEKTyaIbHY CUCTEMY
reHepartii 300paxeHb 3a TEKCTOBUM OITMCOM, 3aCTOCOBYIOYH TEXHOJIOT I TpaHCchopMepiB.
KnrouoBoro ocoOmmBicTIO peanizamii € MITpuMKa 0araTOMOBHHX 3aIlUTIB, 30KpeMa
YKpaiHCHbKOIO MOBOIO, T4 BUKOPUCTAaHHS aJalTOBaHOI T'€HEPAaTHMBHOI MOJEM IS
OTPUMAaHHS BUCOKOSIKICHUX BI3yaJIbHUX PE3YJIbTaTIB.

Jliis peanizanii 0ysio o0pano MmoBy Python, amke BoHa iHa€aTbHO MITXOIUTH JJIS
3a7ay MAIIMHHOTO HaBYaHHA 3aBJASKA IIMPOKIA ekocuctemi Oidmiorek. byno
BUKOpHUCTaHO 0i0yoTekn «transformersy s iHimiamizaigi Ta ynpaBiiHHSI TEKCTOBHMH
eakogepamu « XLM-R» Ta momemsimu mepeknany (MarianMT), ta «deffusers» s
pobotu 3 MoxaemaMu audysi, mo 3ade3nedye ePeKTUBHY peaiBallifo IMpoIecy
JICKOMYBaHHs 300paXKeHb, alke BOHU po3pobieni kommaniero Hugging Face [26], sika
crieriani3yeTbcsi Ha Tpancopmepax. Bona minTpumye O6arato momysIsipHUX MOJeIen
Tpancdopmepis, Takux sk GPT, BERT, T5 1 i1, 1 703BOJIsIE IETKO BUKOPUCTOBYBATH
X 7151 pI3HUX 3a/1a4, BKIIIOYAKOYH I'eHepalliro 300paxenb. « PyTorchy 0yo BUKOpHCTaHO
TaKoX, aJ’Ke L€ OJIMH 3 HAUNOMyJApHIIMX (PpeUMBOPKIB AJisi TIMOOKOTO HaBYaHHS,
po3poobnenuii Facebook Al Research. PyTorch Bimomuii cBO€r0 THYUYKICTIO 13PYYHICTEO
y BUKOPUCTaHHI i1 poOOTH 3 TeHzopamu, Moaenimu 1a GPU, mo pobuths #oro
BIMIHHIM BHOOpPOM IS JIOCHIKEHh Ta PO3pOOKHM HOBUX MOJENCH, BKIIOYAIOYN
tparchopmepu. «OpenCVy — 11e 616110 TeKa 1711 00pOOKH 300pakeHb, sTka BUKOPHUCTaHA
JUIS TIOTIEPEHBOI Ta MOCTOOPOOKU 300pakeHb Y 10/1aTKYy.

NumPy Ta Pillow: BHKOpUCTOBYIOTBCS AJIs1 MAHIMYJISIIN 3 YUCTIOBUMH JTaHAMU Ta
0e3nocepeHbo 3 300pakeHHIMHU (30epekeHHs, KoayBaHHs Base64).

Matplotlib: 6ibmioTeka s BByanmizamii 1aHuX, sSika MOKE OYTH KOPHUCHOIO IS
aHaJIBY PE3yJIbTATIB MOJEIIL

Tomy apxiTtekTypa 10AaTKy BUTISAAE TPUOIU3HO TaK:

[Tontepennst 0O0poOKa naHUX:

— BukopucTtanaa OpenCV st 06poOKu 300paXkeHb;

— MIATOTOBKA Ta HOpMai3allisg JaHux 3a gonomororo NumPy ta Pillow.
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Po3pobka moeni:

— Bukopuctansas PyTorch ans ctBopennst moeni Tpancdopmepa;

— HaJAIITYBaHHA apXITeKTypu Mojem Ta il TpeHyBaHHd Ha GPU nns
NP UIIBHIIICHHS TIPOIIECY.

[TocToOpoOka:

— 00poOka BuxigHux 300paxkeHs 3a qonomorow OpenCV;

— BByaJBBaIsg pe3yJabTaTiB 3a monomororo Matplotlib;

JlennouMeHT:

— BukopucTanHa FastAPl mis cTBopeHHS BeO-cepBiCy, SKHH J1O3BOJHUTH
IHTETPYBaTH MOJIEJb Y 10/1aTOK;

— BukopucTtanHs Docker mis xoHTeitHepu3alii JT0JaTKy 1 CIPOIICHHS HOTO

PO3TOpTaHHS.

posmesa
(Bein npomnTy - HTTP POST)

Y

Flask &PI

(OumieHnA Ta eaninauia)

Y
TexcTosui exrosep
¥LM-R - Text Embedding

Y

Menepauir (Diffusion)
512 x 512 Image

Y
Cyneppesonoya

1024 = 1024 Image

Y
NocT-o6pobka
OpenCV Encoding

Y

PPOHTEHA SIA00PEREHHA

Y

3GepexerHA icTopil

{localstorage)

Pucynok 4.1 — CxeMa apXiTeKTypH CUCTEMH TreHepallii 300pakeHb
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3BUYANHO MJI1 3pYYHOCTI BHKOPUCTAHHS JAHOI CUCTEMHU Oylio po3poOJIeHO
IHTYITUBHHUH 1HTep(delic, SKHil DOMOMOXKE KOPHUCTYBady JIETKO 30pIEHTYBATHUCH Y

BUKOPHUCTaHHI HEHPOHHOT Mepexi (puc. 4.2).

® Friday — reHepalin 306paxeHb

Pucynok 4.2 — [arepdeiic iHTenekTyanpHoi cuctemu Friday

CTBOpCHA IHTENIEKTyallbHA ccTeMa Ha3uBaeThes Friday. Lle Buramgana Ha3Ba Ta He
Mae HIIKOTO TIEBHOTO CEHCY, ajie JOCHTh J0Ope 3amaM’ SITOBYETbCS Ta IyXKe J00pe
MO3HAYaE Te, PO SIKy CaMe CUCTEMY iJie MOBA.

B po3pob6uneniii cuctemi Friday MosxHa CTBOPUTH JEKUIbKA IOTOKOBHX YaTiB IS
BHUKJTFOUCHHS 3MINTyBaHHS TEMAaTHK 4aTiB. Tak SK cucTeMa aHAI3ye HalMCaHe, yI0BIIOE
CEHC y BIANOBIASX KOPHUCTyBaya, TO TaKe PO3AUICHHA HAa MOTOKM 3HAYHO IMOKpAIye
poOoTy cuctemu Ta ii eeKTUBHICTh. Bin koprucTyBaua HEOOXITHO AETATLHO OTIMCATH 1110

came BIH Xo4ue, H_IO6 CHUCTCMa 3ICHCPYyBaJIa.
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Pucynox 4.3 — Pe3ynpTaT BUKOHAHHS 3alIUTY KOPHCTyBada

Cama X cucTeMa HaBYEHAa HAa BEJHUKIM KUIBKOCTI Iap TEKCTOBUX OIUCIB Ta
BIIMOBITHKX 300pakeHb, Harpukiaz sk DiffusionDB.

DiffusionDB — e mepumii BeMKkoMacmTaOHuiA HaOIp JaHUX JJIS TIePETBOPEHHS
TEKCTY B 300pakeHHs. BiH micTuTh 14 MUTbHOHIB 300paskeHb, CTBOPEHHX 32 JOTIOMOI'0I0
Stable Diffusion 3 BukopucTaHHSIM MiIKa30K Ta TieprapaMerpiB, 3aaHUX PeaTbHUMU
KopucTyBadamu [24].

Jl1st TOoTO 10 MOJIENh MOTJIa TeHEPYBaTH 300paKeHHS YHIKAILHOTO, OaKaHOTO
ctumo, Oymo Bukopuctano Meronx Low-Rank Adaptation (LoRa). LoRa — me
BUCOKOS(EKTHBHA TEXHIKA «TOHKOTO HAIAIITYBaHHS», SIKa JO03BOJISIE HABYUTH MOJICTh
JWIIIe Ha KUTbKOX MPHKJIaaax 0e3 HeoOXiqHOCTI IMepeHaBYaTH MUIbHOHH i1 mapaMeTpiB
[33]. HaBuanpHuii mporiec MmoJisirae y TOMYy, IIOO 3MIHIOBATH HEBEJMKI aJalTHBHI
MaTpull, MOKa3yloyu Mojemi Halip 300pakeHb, M0 MPEICTABISIOTh OaKaHUM CTHIIb.
TpenyBanbHUII poliec OyB HAJA3BUYANHO IBUKUM 1 BUMaraB Ha0arato MEHIIE am’ STl

(GPU VRAM) nopiBHSIHO 3 TIOBHUM TOHKUM HAJIAINTYBAHHSIM.
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Pucynok 4.4 — HaBuanus mozaeni merogom LORa

Hactynaum kpokom € monepeanst 00poOka TEKCTy, a caMme TOKEHI3allisl TeKCTOBOTO
OTHCY, TOOTO TEPETBOPEHHSI TEKCTY Ha MOCHTIIOBHICTh — TOKeHiB. [t mporo Oyso
Bukopuctano mojzienb XLM-R. TokenBailis € nepumm i KpUTUYHO BAXIIMBUM €TarioM
MIEPETBOPEHHS MPUPOTHOT MOBHU Y YUCJIOBHIA (pOpMAT, J€ BXTHUNA TEKCT IIEPETBOPIOETHCS
Ha MEHII OAWHMII — TOKEHU. [IOTIM KOKHOMY TOKEHY MPHUCBOIOETHCS YHIKAIbHUN
YUCJIOBUHM 1AEHTU(]IKATOP, CTBOPIOIOYHU TMOCIHIIOBHICTh, 3pO3yMULy Ui HEHPOHHOI
mepexi.  Tokenarop XLM-R croemianbHO po3poOnieHuit  myisi  6araTOMOBHUX
Tpanchopmepis [22].

Jlam TOKEHM TIEPETBOPIOIOTHCS Ha BEKTOPH 3a JIOMOMOTOI eMOEJUTIHTIB.
EmOenaiarn me cmocid mpeacTaBlieHHS OO0’ €KTIB y BHUIUIAAI IUIBHUX BEKTOPIB Yy
OararoBUMIpHOMY TpocTOpl. BOHM € YUCIOBUM MpEACTABICHHSM, SKE 3aXOILIIOE
CEMaHTUYHE 3HAUYEHHS KOKHOT'O0 TOKEHAa Ta WOTO KOHTEKCT y peueHHi lle mo3Bosse
MOJIEl 3PO3YMITH CEHC TEKCTOBOTO OIHUCY, Nepil HbK nepenaru woro Unet mis
reHepaitii.

VY mporueci renepaitii 300pakeHb BOKIMBAM MOYATKOBUM €TAIlOM € TOTIEPEIHS
00poOka panux. BXimHI 300paKeHHS TMPHUBOASATHCSA 1O EIUHOTO pPO3MIPYy Ta
KOHBEPTYIOThCS y TCH30pHHUM (opMaT, IO J03BOJISE 3a0€3MEUUTH KOPEKTHY POOOTY
MOJI€e/Ii Ta CTaOUIbHICTh HaBuaHHs [23].

ApXITEeKTypa CUCTEMU CKIIAIAETHCS 3 ABOX OCHOBHUX KOMIIOHEHTIB — TEKCTOBOTO
€HKoJiepa Ta JeKojepa 300pakeHb, sKi MPaIlIOTh Y paMKax JIATeHTHOI Audy3iiHoi

2025 p. Ckuba Omer



63

Kadenpa inTenexryansHuX iHPOPMALIMHUX CUCTEM
InTenekTyanbHa cucteMa reHepanii 300pakeHb 3a TEKCTOBHM OIHCOM

mozeni Stable Diffusion. Ha erami oOpoOKM TEKCTy 3aCTOCOBYEThCS OaraTOMOBHUM
tpancopmep XLM-R, skuii mneperBOprO€ TEKCTOBUH OMUC y KOHTEKCTyallbHI
emOenniaru. lle 3a0e3medye KOpeKTHE PpO3YMIHHS CEMaHTHKHA HaBITh IS
YKPalHOMOBHHX 3aMHTIB ITCJI aBTOMATUYHOTO TIePEKIIamy.

JlekotyBaHHS 300paXKeHHS! BUKOHYETHCS 3 JOTIOMOT010 BapialllifiHOTO aBTOKO/IEpa
(VAE), skuil BIIHOBIIOE TIKCEIbHE 300paXEHHS 13 OYMILEHOTO JIATEHTHOTO
npencrtasieHHs. Bubip VAE 3ymoBnenuidt Ttum, 1o BiH 3a0e3neuye edeKTUBHE
BIITBOPEHHS CTPYKTYPH Ta KOJbOPOBHX XaPAKTEPUCTUK 300paKeHb MiCs AUQPY31HHOTO
nporiecy.

OCKUTbKHM TTOYaTKOBE 300paKSHHS IMICTIS TIPOXOHKEHHS Yepe3 Audy3iiHy MOeib
Ma€ BITHOCHO HHU3BKY pPO3JUIbHY 3JaTHICTb, y CHCTeMI mependadyeHo MOIyib
nmocToOpoOku — cymeppe3ommomito. [licms  reHeparii  0a30BOro  pe3ynbTary
3aCTOCOBYETHCS OKpeMa HEHpOHHA Mepeka, sfKa 30UIbIye pO3AUIbHY 3JaTHICTH Ta
BIMTHOBIMIOE ApiOH1 neran. Bubip cymeppe3omrorii 00yMOBIeHHH 11 3/1aTHICTIO 3HAYHO
NOKpallyBaTH JETa3alll0 Ta BI3yalbHY YITKICTh, HA BIAMIHY Bl 3BUYaiHOTO YCYHEHHS
HIymy, sike He JOJa€ HOBO1 H(OpMallii.

Takox y CTPyKTypl MOJEN BUKOPUCTOBYIOTHCS KIIFOUOBI MEXAHIBMH, IIIO
MOKPAIIYIOTh CTA0UTLHICTh HABYAHHS:

— wsopmanars mapie (Layer Normalization), sika 3amo0irae BuOyXy a0o
3HUKHEHHIO TPAJIIEHTIB Ta CTa0UTBye poOOTy TpaHCchopMEpHHUX OJIOKIB;

— 3B’s3ku 3 mpomyckoM (SKip-connections) y mepexi UNet, siki TOKpaIIyrOTh
MIPOXOJIPKEHHS TpaJlieHTa Ta 3a0€3MeUyI0Th BUIILY SKICTh PEKOHCTPYKILii 300pasKeHHS.

3aB/sIKY MTOETHAHHIO TEKCTOBOTO €HKOIepa, N1(y3iiiHOT MOAENi, ONTUMI30BaHOTO
MPOIECY HaBUaHHSI Ta MOAYJIB MOCTOOpOOKM cuctemMa 3a0e3redy€e OTPUMaHHS
JETaT30BaHUX, PEATICTUYHUX 300paXeHb, MaKCUMAJIbHO BIIMOBIIHUX TEKCTOBOMY

OTIUCY.
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4.1 lopiBHANBLHUI aHAJI3 NPOAYKTHUBHOCTI pO3po0JieHOT cucTeMH

Po3pobiiena cuctema reHepaiii 300pakeHb, MO 0a3yeTbCcs Ha apXITEKTYypi
TpancopmepiB, Oyma TMOpiBHSHA 3 KUIbKOMa IIPOBITHUMH KOMEPIIMHUMHU Ta
BUIKPUTHMH MOJEISIMA Ha OCHOBI JBOX KJIFOYOBUX METPHK: MBUAKICTH TEHEparlii Ta
OIIIHKH SIKOCTI OTPUMAHUX 300paKEeHb.

IBuAKICTE TeHepallil € KpUTHIHUM TTOKa3HUKOM JIJIS PAKTUIHOTO 3aCTOCYBaHHS
cructeMu. BumiproBaHHS TPOBOIMIIOCS HAa CTaHAAPTH30BAHOMY armapaTHOMY 3a0e3redeHi
(NVIDIA RTX 3060) npu renepariii 300paxeHHs 3 pO3AUILHOIO 31aTHICTIO 512 X 512
MIKCEJIB 3 0JIHAKOBOIO KUIbKICTIO KPOKIB cemruiepa (20 KpokiB).

Pe3ynbTaty mopiBHSHHS Yacy, HEOOXiTHOTO JJII TeHepallil 0JJHOTO 300pakeHHS,

MpEeCTaBIICHI HA PUCYHKY 4.5.

LLUBnakicTb reHepauii (cek/3obpaxeHHs)
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Pucynok 4.5 — Pe3ynbpTatu nOpiBHSIHHS 4acy Mojaemnen

Po3pobiiena Mozens AEMOHCTPYE 3HAYHY IepeBary y IMIBUJIKOCTI iH}epeHcy,

nepepepiytoun 0azoBy mozens SDXL nHa 50%. Taka edeKkTHBHICTH JOCSATAETHCS
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3aBISKA BUKOPHUCTAHHIO JIeTKO1 apxirektypu SD y moemHaHHI 3 HHU3KOPAHTOBOO
amanTamicro (LORaA), sika MiHIMIBy€e 10JaTKOBI 00YHCITIOBATIbHI BTPATH.

SAKicTh 300pakeHb OIIHIOBAIACS 32 YMOBHOIO METPHKOIO, ITI0 TTOETHYE 00’ EKTUBHI
MOKAa3HUKU Ta CYyO’€KTUBHY OLIHKY KOPHUCTYyBauiB (pENCBaHTHICTb, JeTali3arlisd,
ectetuka) B nmiana3oHi Big 1 mo 10. Bucoka omiHka CBITYUTH MPO Kpally SKICTh.

Pe3ynbTaTi mopiBHSIHHS SKOCTI 300paXKeHb MPEACTABIICH] HA PUCYHKY 4.6.

AxicTb 306pakenHa (OuiHka 1-10)
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Pucynok 4.5 — Pe3ynbTati OpIBHSIHHS SIKOCTI 300paKeHb

Po3pobnena Mmoens gocsrae BUCOKOT OLIHKH SIKOCTI, IO MMPAKTHYHO 3PIBHIOE Ti 3
MPOBITHUMU KOMepIIHHUMEU MoersiMu. Lle miaTBepaxkye epexkTuBHICTh migxony LORa
JIJIs1 TOYHOT'O HaJIAIITYBaHHS MO/IEI1 Ha CTieli(iaH1 MOBHI Ta CTUJIOB1 0COOJIMBOCTI O6€3
BTpATH 3arajbHOi SKOCTI TeHepaItii.

Jlnst tHTErpOBaHO1 OIIHKK Oysa mo0yaoBaHa TOYKOBA Jiarpama, mo BimoOpakae

CHIBBITHOIIEHHS SKOCTI (Bich Y) Ta mBUAKOCTI (Bich X).
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CniBsigHoweHHA AxkicTo/lLUBMAaKicTh (Mepesara)

YuM BULLLE | NiBILLE 3HAXOAUTLCA TONKA, TMM KpaLLa MOAEND (BUILA AKICTh NP BULLNA WBMAKOCTI).

Poapofnexa mogens (SD + LoRA) Stable Diffusion XL [N Midjoumey (Mox) Dall-E 3 (Mok) Stable Diffusion 2.1

Pucynok 4.6 — Pe3ynpTar CIiBBIIHOIICHHS SIKOCTI Ta IBUAKOCTI MOIETICH

Sk moka3zaHo Ha PUCYHKY 4.6, po3po0OJiecHa MOJENIb PO3TANIOBaHA B IcalbHOMY
KBaapaTi, IO CBITYUTh MPO HAWKpaIMi KOMIPOMIC MDK IIBHIKICTIO Ta SIKICTIO

pe3yibTaTy cepel] yCix MPOTECTOBAHUX BIIKPUTHX Ta KOMEPIIMHKUX PIlICHb.
BucHoBku 10 po3ainy 4

Po3pobiiena cuctema € eDeKTUBHUM PIIMICHHSM, sIKE 3a0e3Meuye Maibke BUIILY
MIBUKICTh T€HEpallii MOPIBHSHO 3 aHAJIOTaMM, 30epiratouu Ipu [bOMY SKICTh 300paKeHb
Ha pIBHI, MOPIBHIHHOMY 3 MpeMialbHUMHU KoMepiiiHuMu aHanoramu. Lle poOuts ii
ONITUMAIFHUM BHOOpPOM [IJIsl CIIGHAPIiB, 1€ KPUTUIHUMHU € SK BHUCOKA SKICTh, TaK 1

MBUIKHH 1H)EpeHe.
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BUCHOBKH

Y xoai BHKOHaHHS KBami(IKaIfHOI MaricTepchkoi poOOTH Oyio YCIIIIHO
JOCSTHYTO MOCTABJICHOT METH — PO3POO0JICHO Ta pEaTi30BaHO IHTEIEKTyalIbHY CUCTEMY
reHepartii 300pakeHb 3a TEKCTOBUM OITMCOM Ha OCHOBI Cy4aCHHUX apXITEKTYp TTHOOKOTO
HaBYaHHS.

[IpoBeneHe TeopeTUUHE JOCIUKEHHS [I03BOJMIO NPOAHATI3YBAaTH KIIOUOBI
apXITEKTypH, 10 BUKOPUCTOBYIOThCS y cdepi Text-to-lmage, 30kpeMa, reHepaTuBHO-
3maranbHi Mmepexi (GAN) ta Tpancopmepu. B pe3ynbTaTi NOpIBHAIBHOTO aHATI3y 0yIIo
YITKO BHM3HAYEHO IiepeBard TpaHCPOpMEPIB, IIO0 MOJITAOTh Y iXHIM 31aTHOCTI
eeKTUBHO 0OpOOIISATH BENMMKI 00CSATH MOCTIIOBHUX JaHUX MapalielibHO, 3a0€3MeUyI0Yn
BHCOKY IMIBHIKICTH OOYHCIICHb Ta 3HAYHO OUIbIITY CTAaOUIBHICTH MPOIECY HABYAHHS
nopiBHsHO 3 GAN.

Ha ocHoBi 11b0T0 aHaM3y 0ys10 OOIpyHTOBAHO BUOIP HA KOPUCTH apXITEKTYPH, 110
MOEIHY€E aBTOKOJEpH 3 TpaHC(hopMepaMu, a caMe — JaTeHTHUX Judy3iiHUX MoJeneit
(LDM). JletanbHO pO3TJISIHYTO apXITEKTypy TpaHchopMmepiB, NPUHIMINA TOKEHI3aLi
TEKCTY Ta i1 KIIFOYOBY pPOJIb Y (OpMyBaHHI CEMAaHTHUHUX €MOEIUHTIB, HEOOXITHUX JJIs
KepyBaHHs TPOIIECOM T'eHepallii 300pakeHb.

[IpakTruHa yacTiHA POOOTH BKIIHOUaIa po3pooOky cuctemu «Fridayy, sika peanmsye
NOBHUN KOHBEEP T'eHepallii:

— OararoMOBHa TIATPUMKA: IHTErpoBaHO mepekianad  MarianMT s
ABTOMATHUYHOI'0 MIEPEKIIaly YKPaiHChbKUX MPOMIITIB Ha aHTIIIHCHKY MOBY, 3a0€31eU Y04 U
MOBHOIIHHY JIOKAJI3AILiI0;

— TeHeparls 300paxkeHb: BUKOPUCTAHO ©0a3oBy wmojenb Stable Diffusion,
nornoBHeHY TexHoJoTiel0 LoRA. Ile m103Bonmino epeKkTHBHO TOTpEeHYBaTH MOJEIbh Ha
IIUThbOBOMY HaOOp1 JaHUX 111 (OpMYyBaHHS YHIKATHHOTO CTHIIIO, MIHIMBBYIOYH IIPU
IIbOMY OOYHCIIOBaIbHI BUTpath Ta BuMorum g0 VRAM. I'padik Pyskmii BTpar
HiITBEPAUB CTaOUTbHY 30DKHICTH MOJIEI Ta ONITUMAaJIbHE 3aBepIlieHHs HapuaHHs Ha 1500

KpOKax;
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— mocToOpoOKa Ta omTHUMBAIlSL: peaaizoBaHO Moayiab Cyreppe3ostrorti s
MIIBUINCHHS SKOCTI 300pakeHHs Big 512 x 512 go 1024 x 1024. Cuctema Oyna
ONTHMI30BaHa 3a JOTIOMOTO0 BUKOpHUCTaHHs 16-61THOT TouHOCTI (floatl6/bfloat16) Ta
MexaHBMiB ekoHoMii mam'ati GPU, 1o 3a0e3nedmio BUCOKY MIBUAKICTh T'eHEpaIlii.

TakuM ymHOM, y X041 KBamdikauiiHoi poOotu Oylno HE JMIIE HiATBEPAXKEHO
TEOPETUYHI IepeBaru TpaHC(HOpPMEpPHUX apXITeKTyp s 3anadl Text-to-Image, a ¥
CTBOPEHO (PYHKIIOHAIbHY, ONITUMI30OBAHY Ta 0araTOMOBHY IHTEJIEKTyaJIbHY CUCTEMY, ITI0

BIINIOBIIA€ Cy4YaCHUM BUMOTaM /10 €(heKTUBHOCTI Ta SKOCTI T€HepaIlii.
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TOJATOK A

OcHoBHuil ¢aiin resepamii

from fastapi import FastAPI, Form

from fastapi.responses import HTMLResponse, JSONResponse
from fastapi.staticfiles importStaticFiles

import uvicorn

importio

import base64

from PILimport Image

import numpy as np

import torch

importre

LORA_WEIGHTS_PATH = "weights/my_dataset_lora.safetensors"

def is_english(text:str) -> bool:

return re.fullmatch(r"[A-Za-z0-9\s\.,!?"\-_;()]+", text) is not None

from transformers import MarianMTModel, MarianTokenizer

from models.image_decoder import ImageDecoderWrapper
from models.superres import SuperResWrapper

app = FastAPI(title="Friday — text to image")

app.mount("/static", StaticFiles(directory="app/static"), name="static")

iftorch.cuda.is_available() and torch.cuda.get_device_properties(0).major >= 8:

DEVICE = "cuda"

DTYPE =torch.bfloatl6

print("Running on CUDA with bfloatl6 (recommended).")
eliftorch.cuda.is_available():

DEVICE = "cuda"

DTYPE =torch.floatl6

print("Runningon CUDA with floatl6 (using half precision).")
else:

DEVICE = "cpu"

DTYPE =torch.float32

print("Running on CPU (generation will be very slow).")

decoder =ImageDecoderWrapper(device=DEVICE, lora_path=LORA_WEIGHTS_PATH)
superres = SuperResWrapper(device=DEVICE)

print("Loadingtranslator: Helsinki-NLP/opus-mt-uk-en")

model_name ="Helsinki-NLP/opus-mt-uk-en"

tok = MarianTokenizer.from_pretrained(model_name)
translator =MarianMTModel .from_pretrained(model_name, use_safetensors=True).to(DEVICE)
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def translate(prompt_uk: str) -> str:

batch = tok(prompt_uk, return_tensors="pt", padding=True).to(DEVICE)
gen = translator.generate(

**batch,

max_new_tokens=128,

num_beams=4,

early_stopping=True
)

return tok.batch_decode(gen, skip_special_tokens=True)[0]

@app.get("/", response_class=HTMLResponse)
async def index():
try:
html = open("app/ui.html", "r", encoding="utf-8").read()
except FileNotFoundError:
return HTMLResponse(
"<html><body><h1>Error: 'app/ui.html' not found.</h1><p>Please ensure 'ui.html'isinthe'app/'
directory.</p></body></html>")
return HTMLResponse(content=html)

@app.post("/generate")
async def generate(prompt: str = Form(...)):
print(f"Original prompt: {prompt}")

ifis_english(prompt):
prompt_en = prompt
print("Detected EN -> skip translation")
else:
prompt_en = translate(prompt)
print(f"Translated prompt: {prompt_en}")

with torch.no_grad():
low_res_imgs = decoder.decode(prompt_en)

print(
f"'Low-res image stats (from decoder): Shape={low_res_imgs.shape}, Dtype={low_res_imgs.dtype},
Min={low_res_imgs.min()}, Max={low_res_imgs.max()}")

up = superres.upscale(low_res_imgs[0], prompt=prompt_en)
final_processed_array_rgb =up[0]
pil_final=Image.fromarray(final_processed_array_rgb)
buf = io.Bytes|O()
pil_final.save(buf, format="JPEG", quality=90)
buf.seek(0)
b64 = base64.b64encode(buf.read()).decode("utf-8")

print("Image generation complete.")

return JSONResponse({"image_base64": b64, "mime_type": "image/jpeg"})

if_name__ =="__main_":
uvicorn.run("api:app", host="0.0.0.0", port=8000, reload=False)
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TOJATOK B

daii1 00poOKM TeKTa

import torch
from transformers import XLMRobertaTokenizer, XLMRobertaModel

class TextEncoder:
def __init__(self, model_name="xIm-roberta-base", device="cpu"):
self.device =device
print(f"Loading XLM-R model: {model_name}")
self.tokenizer = XLMRobertaTokenizer.from_pretrained(model_name)
self.model = XLMRobertaModel.from_pretrained(model_name).to(device)
self.model.eval()

def encode(self, text: str):

tokens = self.tokenizer(
text,
return_tensors="pt",
truncation=True,
padding=True,
max_length=128

).to(self.device)

with torch.no_grad():
outputs = self.model (**tokens)

pooled = outputs.last_hidden_state[:;, 0, :] # (1, 768)
return {

"last_hidden": outputs.last_hidden_state,
"pooled": pooled

}
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TOJATOK B

daiin 00poOKM 300pakeHHA

import torch

import numpy as np

from diffusers import StableDiffusionUpscalePipeline
from PILimport Image

class SuperResWrapper:
def __init_ (self, device: str):
self.device = device

iftorch.cuda.is_available() and torch.cuda.get_device_properties(0).major >= 8:
DTYPE =torch.bfloatl6

eliftorch.cuda.is_available():
DTYPE =torch.floatl6

else:
DTYPE =torch.float32

print(f"§) 3asaHTaxeHHs Stable Diffusion Upscaler 3 dtype: {DTYPE}")
model_id = "stabilityai/stable-diffusion-x4-upscaler"
self.pipeline = StableDiffusionUpscalePipeline.from_pretrained(
model _id,
torch_dtype=DTYPE,
safety_checker=None,
use_safetensors=True
).to(self.device)

self.pipeline.enable_attention_slicing()

@torch.no_grad()
def upscale(self,low_res_img:np.ndarray, prompt: str ="") -> np.ndarray:

low_res_pil =Image.fromarray(low_res_img)

upscaled_images = self.pipeling(
prompt=prompt,
image=low_res_pil,
num_inference_steps=20,
output_type="np"

).images

upscaled_images = upscaled_images *255.0
final_output= upscaled_images.astype(np.uint8)

return final_output
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JTOJATOK T

dajig 3aBaHTAKEeHHA MO

import torch

from diffusers import StableDiffusionPipeline
import numpy as np

import os

class ImageDecoderWrapper:

78

def init (self, device="cuda", z dim=512, out size=512, lora path=None):
self.device = device
self.out size = out size

self.lora path = lora path

if torch.cuda.is_available() and torch.cuda.get device properties(0).major

DTYPE = torch.bfloatl6
elif torch.cuda.is available():
DTYPE = torch.floatlé6
else:
DTYPE = torch.float32

print(f"@ 3aBaHTaxeHHsa 0azoBol Mmomesi Stable Diffusion 3 dtype:

self.pipe = StableDiffusionPipeline.from pretrained(
"runwayml/stable-diffusion-v1-5",
torch dtype=DTYPE,
safety checker=None,

) .to (device)

if self.lora path:
if os.path.exists(self.lora path):

print (f"ee2 BaBaHTaxeHHS Ta 3acTocyBaHHS LORA Bar 3:
{self.lora path}")

adapter name = "custom lora adapter"
self.pipe.load lora weights(self.lora path,
adapter name=adapter name)

self.pipe.set adapters([adapter name])
print("%7 LoRA Barm ycnimHo 3acTocoBaHi.")
else:

print (£"X Mommnxa: LORA daiiil He SHaMIEHO 3a MJIAXOM:
{self.lora path}. IlpomoBxyemo 3 0a30BOK MOOEJIIL.'")

self.pipe.enable attention slicing()
print ("¢ Momess 3aBaHTaXeHa Ta TOTOBa IO poborum.")

@torch.no_grad()
def decode(self, prompt: str):

result = self.pipe(prompt=prompt, num inference_ steps=50)
image = result.images[0]
img = np.array(image, dtype=np.uint8) [None, ...] # Shape: (1,

return img
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JIOJIATOK ]I

D aiijg 00poOKM YHUCJIOBUX MACHBIB

import cv2

import numpy as np
from PIL import Image
import os

def load image_ cv(path: str, target size: int = None):
img = cv2.imread(path, cv2.IMREAD COLOR)
if img is None:
raise FileNotFoundError (f"Image not found: {path}")
img = cv2.cvtColor (img, cv2.COLOR BGR2RGB)
if target size is not None:
img = cv2.resize(img, (target size, target size),
interpolation=cv2.INTER AREA)
return img

def save image pil(np img, path: str):
Image.fromarray(np_img) .save (path)

return img uint8.astype("float32") / 255.0

def normalize img for model uint8 to float (img uint8):

def ensure dir(path: str):
os.makedirs (path, exist ok=True)
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