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AHOTANIA
kBaJigikauniiinoi poéoru cryaenra rpynu 601 YHY im. Ilerpa Moruiau
Crunanenka Ceprisi BajieHTHHOBHYA
Tema: «Cucrema iHTepnperanii MeIM4HUX JiIATHOCTUYHUX MOJeJIeld HA OCHOBI

MeToaiB XAI»

AKTYyaJIbHICTh JTOCHI/DKEHHS 3yMOBIIEHA HEOOXITHICTIO MOJOJaHHS MPOOJIEeMH «YOPHOTO
AIUKa» Yy Cy4aCHUX CHUCTeMax MeauyHoi miarHocTukd. I[llupoke BIPOBAKCHHS alTOPUTMIB
rTMOOKOTO HAaBYaHHS CTPUMYETHCS BIJICYTHICTIO JOBipH 3 OOKy JIKapiB Ta KOPCTKHUMH
PEryIsTOPHUMU BUMOTaMH 1010 MIPO30POCTI Ta MOSCHIOBAHOCTI PIllIeHb IITYYHOTO THTEJICKTY.

MeTow po0OTH € TiJABHIICHHA E€(PEKTUBHOCTI aBTOMATH30BAHOI MEIUYHOI JiarHOCTHUKU
IUIIXOM PO3poOKH 1H(OPMAIIHHOT CUCTEMH IHTEpIIPETAIlil PillleHb MOJeNIell MAITMHHOTO HABYAHHSI,
[0 0a3yeThes Ha TIOPUIHOMY BUKOPUCTAaHHI MeTOIB XAl 1711 MyTbTUMOTATBHAX JTAHUX.

O0’ekTOM POGOTH € TPOLECH IHTEpIpeTaIil MEIUYHUX JaHUX MEIUYHOI JIIarHOCTHKH Ha
OCHOBI MAaIIMHHOTO HAaBYaHHA IS aHami3y TaOJMYHUX KIIHIYHMX JaHUX Ta pEHTreHorpadidyHux
300paxeHb.

IIpeamMeToM podOTHM € METOAM TMOSICHIOBAHOTO IITYYHOTO IHTENEKTY Ui IHTepIpeTarii
MEAMYHUX JIarHOCTHYHUX MOJeNel, iX mporpamHa peanizauis 3acobamu Python, apxitextypHi
pimennst i iHTerpamii XAl-monayniB y BeOOpI€HTOBaHY MIarHOCTUYHY IMIaTdopMy, Ta METPUKHU
OLIHKH SIKOCTI OSCHEHb.

[TosicHrOBaIbHA 3aITUCKA CKIIQAAETHCS 31 BCTYITY, YOTHPHOX PO3JLUIIB Ta BUCHOBKIB. Y IEpPIIOMY
PO3iIIi TpoBeeHO aHali3 mpobneMaTuku Meandnoro LI, perynaropHux BUMOT Ta iCHYIOUUX METO/IIB
nosicHeHHsI. JIpyruii po3iyl MPUCBSIYEHO MPOEKTYBaHHIO apxiTekTypu cuctemu (XAl Orchestrator) Ta
OOTPYHTYBaHHIO BUOOPY IrOPUTMIB. Y TPEThOMY PO3JILJIi ONMHCAHO MPOTPAMHY PEai3allif0 CHCTEMHU
3acobamu Python, PyTorch Ta Streamlit. YerBepTrii po3isi MiCTHTh pe3yabTaTH €KCIIEPUMEHTAIBHUX
nociimkeHb Ha Habopax nanux Breast Cancer Wisconsin Ta Chest X—Ray Images, a Takox anami3
KIJIIHIYHUX KEUCIB.

Kgamigikamiitna podora mictuth 99 cropinku, 33 imocTpanii, 9 tabmump, 39 mitepaTypHHX
TDKEpe.

KitowoBi cnoBa: mosicHoBanuid mrydnuil intenekt (XAI), memuuna niarnoctuka, SHAP,

LIME, Grad—CAM, rinu0oke HaBYaHHS, Bi3yani3allis JaHHX.



ABSTRACT
of the qualification work of the student of group 601 of the Petro Mohyla Black
Sea National University
Stypanenko Serhii
Topic: «System for Interpretation of Medical Diagnostic Models Based on XAI
Methods»

The relevance of the study is driven by the need to overcome the “black box™ problem in
modern medical diagnostic systems. The widespread implementation of deep learning algorithms is
hindered by a lack of trust from clinicians and strict regulatory requirements regarding the
transparency and explainability of artificial intelligence decisions.

The aim of the study is to improve the efficiency of automated medical diagnostics by
developing an information system for interpreting machine learning model decisions, based on the
hybrid use of XAI methods for multimodal data.

The object of the study is the processes of interpreting medical diagnostic data based on machine
learning for the analysis of tabular clinical data and radiographic images.

The subject of the study covers Explainable Artificial Intelligence (XAI) methods for
interpreting medical diagnostic models, their software implementation using Python, architectural
solutions for integrating XAI modules into a web—oriented diagnostic platform, and metrics for
evaluating the quality of explanations.

The explanatory note consists of an introduction, four chapters, and conclusions. The first
chapter analyzes the issues of medical Al, regulatory requirements, and existing explanation methods.
The second chapter focuses on designing the system architecture (XAI Orchestrator) and justifying the
selection of algorithms. The third chapter describes the software implementation of the system using
Python, PyTorch, and Streamlit. The fourth chapter contains the results of experimental studies on the
Breast Cancer Wisconsin and Chest X—Ray Images datasets, as well as an analysis of clinical cases.

The qualification work contains 99 pages, 33 illustrations, 9 tables, 39 literature sources.

Keywords: Explainable Al (XAI), medical diagnostics, SHAP, LIME, Grad—CAM, deep

learning, data visualization.
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CKOPOYEHHA TA YMOBHI I1IO3HAKH

API — Application Programming Interface

AUC — Area Under the Curve

CDSS — Clinical Decision Support Systems

CNN — Convolutional Neural Network

DICOM  — Digital Imaging and Communications in Medicine
DL — Deep Learning

EU Al Act — European Union Artificial Intelligence Act

FDA — Food and Drug Administration

GDPR — General Data Protection Regulation

Grad-CAM - Gradient-weighted Class Activation Mapping

HER — Electronic Health Records

LIME — Local Interpretable Model-agnostic Explanations
ML — Machine Learning

MLMD — Machine Learning-enabled Medical Devices
NLP — Natural Language Processing

PACS — Picture Archiving and Communication System
ReLU — Rectified Linear Unit

ROC — Receiver Operating Characteristic

SHAP — SHapley Additive exPlanations

SOTA — State-of-the-Art

UML — Unified Modeling Language

XAl — Explainable Artificial Intelligence
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Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 5
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

BCTYII

BnpoBamxennss cucrem mtyyHoro iHtenekty (ILI) y meauuHy niarHOCTHKY,
BKJIIOYAKOYM 00JIaCTi paJiiojIorii, OHKOJIOTIT Ta MaToJIOrii, BIIKPUBA€E 3HAYHI MOYKIIUBOCTI
JUIS TJBUIIEHHS TOYHOCTI Ta OMEPATUBHOCTI KJiHIYHMX pimieHb.l CywacHi mozeni
rmbokoro HaB4yaHHs (DL) neMOHCTpyIOTh BHCOKY MPOAYKTHBHICTH, MPOTE IIs
€(EeKTUBHICTh JOCITA€THCA 3a PaxyHOK 3HAYHOI apXITEKTYpHOI CKJIQJHOCTI, IO
MIEPETBOPIOE 111 CUCTEMU Ha HEMPO30pl «HOpHI SIMKu».l BiacyTHiCTh mpo3opocti y
BUCOKOPU3UKOBUX JOMEHaX € HEMPUUHATHOI, OCKIJIBKM BOHA TMOPOJKYE CEpHO3HI
€TUYHI Ta MPaKTU4YHI MpoOJeMH, BKIKOYAIOYM MUTAHHS BIANOBIAAIBHOCTI, YIPABIIHHS
MOTCHITIHHOIO AJITOPUTMIYHOIO yrepemkeHicTio (bias) Ta migpuBae HEOOXiTHY HOBIpY
MIK KJIIHIIUCTaMU, TalliEHTaMHU Ta PO3POOHUKAMH.

Cnig 3a3HAYMTH, 110 3POCTAHHS OOYMCIIOBAIBHUX MOTYKHOCTEN Ta JOCTYIHICTD
BEJIMKUX HA0OpIB OIOMEIUYHUX JAHUX MPHU3BENIH JI0 3MIHU MapaJurMy B J1arHOCTHIN:
nepexin Bix gokasoBoi memunuHM (Evidence—Based Medicine) no MeaunuHM,
kepoBanoi mannmu (Data—Driven Medicine). Ilpote, 1eii mepexia CympoOBOIKYETHCS
KpU3010 JOBipU. 3riiHO 3 onuTyBaHHsAMH, ToHan 60% mikapiB HE TOTOBI
BUKOpUCTOBYBaTH pexomenaanii I, skimo BoHM HE pO3yMIIOTh JIOTIKY (POpMyBaHHs
nporuo3y. Lle cTBoproe Oap'ep Tak 3BaHOi «ocTaHHBOI My (Last Mile Problem) —
CUTYyallil, KOJIM TEXHOJOTIYHO JIOCKOHAJIa MOJEJb HE BIPOBAKYETHCA B KIIHIYHY
MPAKTUKy 4Yepe3 IoAChKuid (aktop. TakuM yumHOM, po3poOka cuctemu XAl € He
MPOCTO TEXHIYHUM 3aBJIaHHIM, 8 HEOOX1THOI YMOBOIO ISl TIOJIOJIaHHS Oap'epy Mix "in
silico" (komMm'toTepHUM MOJENIOBaHHAM) Ta "in Vvivo" (peaJbHUM JIIKYBaHHIM
TMaIi€HTIB).

[IpoOnemMa «4OpHOro SIIHMKaY MOJSATaE B TOMY, [0 CHCTeMa TeHepy€e BUXIIHI TaHi
06e3 pPO3KPHUTTS CBOIX BHYTPIIIHIX MEXaHI3MIB a00 JIOTIKH, II0 YHEMOKJIHUBIIIOE
PO3YMIHHS TOTO, SIK 1 YoMy OyJI0 IPUMHATO KOHKpETHE JiarHocThuHe pimeHHs.3 Lle €
OJIHIEI0 3 TOJIOBHUX TEPEIIKOJ Ha NUIIXY Iupokoro BmpoBamkeHHs I y kmiHIYHY
MpakTUKy. SIK HacHAOK, BUHUKIA MOTpeda y CTBOPEHHI CHCTEM IOSCHIOBAHOIO

mTy4yHOro iHTenekTy (XAl), siki MOXXyTh T€HEepyBaTH MOSCHEHHS, IO € 3PO3yMLUIUMU

2025 p. Crunanernko Ceprii



Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 6
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

IS JIIOAWHW, HAMIHHAMH, 1, IO OCOOJIMBO BaXJIMBO, BIAMNOBIJAIOTH BHUMOIaM
PEryJISTOPHUX OpPraHiB.

Metow po6oTH € TiABUIIEHHA €(EeKTUBHOCTI aBTOMATHU30BaHOI MEIUYHOI
TIarHOCTHKHU IIIJIIXOM pO3poOKH iH(OpMAIfHOT CHUCTEeMH IHTEpHpeTalii pileHb
Mojiesield MallTMHHOTO HaBYaHHS, 110 0a3yeThCsa Ha T1OpUIHOMY BUKOPUCTAHHI METOIB
XAI s MyIbTUMOAATBHUX JTAHUX.

O0’ekToM podOTHM € TpolecH IHTEpHpeTanii MEIUYHUX JaHUX MEIUYHOI
JIarHOCTUKM HAa OCHOBI MAIlIMHHOTO HaBYaHHS JJIs aHaMi3y TaOJMYHUX KIIHIYHUX
JaHUX Ta peHTreHorpadiYHNX 300pakKeHb.

IIpeameToMm podOTHM € METOAU TOSICHIOBAHOTO IITYYHOTO IHTEJICKTY IS
1HTepIpeTalii MeIMYHUX JIarHOCTUYHUX MOJIeIeH, X mporpaMHa peaiizallis 3aco0aMu
Python, apxitexTypHi pimenHs s iHTerpamii XAl-MomymiB y BebOoOpieHTOBaHY
JIarHOCTUYHY TIAT(HOPMY, Ta METPUKHU OI[IHKU SKOCT1 MOSCHEHbD.

JIJ1st JOCSATHEHHS TTOCTABJIEHOI METH BU3HAYEHO HU3KY 3aBjaHb, CIIPSIMOBAHUX HA
CTBOPCHHS BCEOIYHOI OCHOBM I Marictepchbkoi poOotw. Lli 3aBmaHHS BKIIFOYAIOTH
JETAIbHUN aHam3 MnpoOJeMUu Ta PEryjsiTOPHOro JaHamadTy, OOIPYHTYBaHHS
apXITEKTYpHOTO PpIlICHHS, MOPIBHUIbHUN aHami3 XAl-anroputmiB Ta BHU3HAYEHHS

METPUK JJISI KIJTbKICHOT OI[IHKH SIKOCT1 MOSICHEHb.
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1 AHAJII3 ITPOBJIEMATUKHA ME/IMMHOI'O I, BUMOI'A ITPO30OPOCTI
TA IIOCTAHOBKA 3ATAYI1

1.1 EBoJmoniss cucreM NiATPUMKH NPUHIAHATTH PpilieHb Ta poas LI B

Cy4YacHiil MeAHUMHI

IcTopis BUKOpHUCTaHHS KOMIT'IOTEPHUX CUCTEM y MEIMIIMHI Oepe CBiil moyaTokK 3
cepenunu 20-ro cromitts. [lepmri cipobu CTBOPUTH CUCTEMHU MIATPUMKU TPUUHATTS
kimiaigaux  pimeHs (Clinical Decision Support Systems, CDSS) 06asyBaimcs Ha
ekcepTHuUX cuctemax. lle Oynm cucremm, 3acHoBaHi Ha mnpaBmiax (Rule-Based
Systems), wampukiaaa, MYCIN, po3pobnaena y 1970-x pokax sl JIarHOCTUKH
1H(EeKIIHHUX 3aXBOPIOBaHb KpoBl. Jlorika Takux cucrem Oyna MOBHICTIO MPO30POIO:
"JAKIIO cumntom A TA ananiz b, TO miarno3 B". Ilpote, iXHsS 37aTHICTH 10
MacmTadyBaHHS Ta HaBYaHHS Oyna OOMEXKEHOI — BCl MpaBWiIa JOBOJUIOCS
MPOMKUCYBATH BPYYHY, IO OYJI0 HEMOXIUBO JUIsl CKIAAHUX, OaraTo(akTOpHHUX
3aXBOPIOBAHb.

3 mosiBOr0 MeToAIB MammHHOr0 HaBuaHHs (Machine Learning), 30kpema Support
Vector Machines (SVM) Ta Random Forest y 1990-2000—x pokax, TOYHICTb
TIarHOCTHKHU 3HAYHO 3pOCIa, aje movayia 3HIKYBATHCS IpsiMa 1HTepIpeToBaHICTh. Ll
TEHJEHLIA JOCsTa MKy 3 Mo4YaTkoM epu riubokoro HaBuanHs (Deep Learning) micis
2012 poky. Cyuacui 3roptkoBi HeuponHi Mepexi (CNN), Taki sk ResNet ab6o
EfficientNet, onepyroTb  MUIBIIOHAMH  TApaMeTpPiB, CTBOPIOKOYM  HEIIHIMHI
B1JIOOpaKE€HHS y 0araTOBUMIPHUX IMPOCTOPAaX O3HAK, SIK1 JIOJCHKUI MO30K HE 3/1aTE€H
OCSITHYTH 1HTYITUBHO. EBOJIIONII0 MOKHA PO3UIMTH HA TPH €TalH, SK1 HABEJIEHI HUXKYE.

Epa "minkoro" maBuanusa (Shallow Learning): BukopucTtanHs METO/IB, TAKUX K
JIOTICTUYHA perpecis Ta MeTona onopHux BekTopiB (SVM). 1li moneni Oynu BiTHOCHO
MPOCTUMH Ta IHTEPIPETOBAHUMHU, A€ BUMArajy CKIJIAJHOI PY4YHOI 1HXKEHepli O3HaK
(Feature Engineering).

Epa ancambneBux wmetomiB: mosiBa BumanakoBux JiciB (Random Forest) Tta

rpagieaTHoro Oyctunry (XGBoost, LightGBM). Ili meTtogm 3HAYHO MiABUIIMIN
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TOYHICTh Ha TaOJMYHUX JIAHWUX, aje BTPATWIM MPAMY IHTEPHPETOBAHICTD,
MEPETBOPUBILNCH HA "CIpl SIIMKHU".

3 2012 poky (mpopuB AlexNet) 3roprtkoBi HelponHi wepexi (CNN)
PEBOJIIOIIOHI3YBAIM aHaNi3 300pakeHb. BOHU [03BOJIMIM aBTOMATHUYHO BUAUISITH
03HaKH 3 "cupux" MIKCENiB, JOCIATal0YM HATIOACHKOI TouHOCTl. OHAK, I1i MOJIEIII, 110
MICTSTh MUIBMOHHU MTapaMeTPiB, CTAIA MOBHUMHU "YOPHUMU SITUKAMH "

MenuvHa CIiIbHOTa OTPUMalIa IHCTPYMEHTH 3 HAJUTIOACHKOI0 TOYHICTIO, aje 0e3
MOJIUBOCTI TOSICHEHHSI NPUYMHHO—HACHIIKOBUX 3B'si3kiB. lle mpusBeno jo
dbopmyBaHHS HOBOi HaykoBOi quctuiniinu — Explainable Al (XAI), sixka cTaBuTh 32 METY
HE CIPOIICHHS MOJieNel (10 mpu3Beno O 10 BTPAaTU TOYHOCTI), @ CTBOPEHHSI MPOIIAPKY
1HTepHpeTalii, KUl mnepekianae "MoBy'" BEKTOpIB Ta TEH30pIB Ha MOBY KIIIHIYHUX
O3HaK.

Coporopni LI 3acTocOBy€ThCS Ha BCIX €Tarmax MEeIUYHOI TIOMTOMOTH: BiJl pAHHBOTO
CKPUHIHTY Ta JIarHOCTUKHU [0 IUTAHYBaHHS TIE€PCOHATI30BAHOIO JIIKYBaHHS Ta
MIPOTHO3YBaHHS BIKHBAHOCTI. [IpoTe, mapamokc moysrae B TOMY, IO YAM MTOTY>KHIIIIOO

CTa€ MOJIeb, TUM MEHIIIE MU PO3YMIEMO MPUHIUIIN 1i POOOTH.

1.2 Konuenryauizauis mnpodjemun «YopHoro smuka» y MeIHYHUX

IliaI‘HOCTH‘lHHX MOACJIAX

[TIpoGiema Hempo3opocti B Meauunomy LI mae romboki eTwdH1 Ta IMpaKTHYHI
Hacminku. Komm imkenepu abo ¢axiBii 3 JaHUX, K CTBOPWIHA aNTOPUTM, HE MOXYTh
MOSICHUTH, SIK caMe BiH MPUNIIOB J0 MEBHOTO PE3yJIbTaTy, 1€ CTBOPIOE ICTOTHUIN PU3HK.
Y MenunuHi, e pIlICHHS BIUIMBAIOTh HA JKUTTS Ta 370pOB'S MAIIEHTIB, IS CUTYaIlls
MOPYLIY€E OCHOBU MEMYHOI €TUKH Ta MIA3BITHOCTI.

OpHuM 3 HAMOUTBII 3HAYYIIUX BUKJIMKIB € MPOOJieMa yIepeKeHOCT] aJrOpUTMIB
(bias). SIkmo TpeHyBandbHI JaHI MICTATH IUCOATaHC, MOJETh MOKE MATH yIEpeIKeHe
CTaBJICHHS JIO TIEBHUX TPyl TAalll€HTIB, IO TMpHU3BEIE 10 HEPIBHUX KIIHIYHUX

pe3ynbrariB. 3aBAskun XAl MoOKHAa CKaHyBaTH CHUCTEMY Ha MpPEAMET MNOTEHLIMHOI
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YOEPEIKEHOCT], 110 JO03BOJIAE PO3POOHUKAM YIPABIATH CHPABEUIUBICTIO Ta
MIHIMI3yBaTH PU3UK HEOAKaHUX HACIIJIKIB.

Kpim TOro, BMHUKAae MHUTAaHHS BiJANOBiAaIbHOCTI (accountability). Sxmro -
cUCTeMa JIONyCKae MOMUJIKY, ajie ii Jorika HEB1JIOMa, 11e CTaBUTh 1]l CyMHIB, XTO HECE
BIJINOBIJIAJILHICTh: PO3POOHUK, JIKAp, AKUH 3aCTOCYBaB CHUCTEMY, UM CaMa CHUCTEMA.
HeoOxigHicTh BIpOBa)KEHHS CTaHIAPTHU30BAHUX MOJITHK Ta 3aXOIB JUIS 3aro0iraHHs
CUTYyallisiM, KOJIM JIKapl MOMHJIKOBO HECYTh BIANOBIAaibHICTG 3a nomwmiku I, €
iMIiepaTUBHOIO. [Ip030piICTh 1 MOSICHIOBAHICTD € BAXKIMBUMU ISl MIATPUMKH JTIOBIPU MIXK
JiKapeM 1 Mami€eHToOM Ta JUIs 3a0e3MeUeHHs TOro, IO CHCTeMa MPAIIOE HAICKHUM
YHUHOM.

Hesiki  akameMiuHi JAMCKycii, 1o mnpornoHyioTh Computational Reliabilism,
CTBEP/KYIOTh, IO SKIIO AITOPUTM € HaA3BHYAWHO HAIMHUM, TMOBHA BHYTPIITHS
MPO30PICTh MOXKE OYTH HE TaKOK KPUTHYHOIO, OCKUIBKHA OOYHMCIIOBAJIbHI MPOIECH 3a
CBOEIO CYTTIO MOXYTb OyTH HEmpo3opuMu Juis JroAuHu. OJHAaK, HaBITh Y TaKOMY
BUIAJIKY, €THYHI NIpoOJeMH, NOB’s3aHI 3 YINEPEHKEHICTI0O Ta BIJIMOBIIAIBHICTIO,
3anumaroTbes. lle o3Hauvae, 10 BUMpaBAaHe 3HAHHS, OTPUMAaHE HAIIHHUMU
IHIUKATOpaMH, € HEOOXIJHUM, alle HE JOCTAaTHIM JUIsi HOPMAaTUBHOIO OOIPYHTYBAaHHS
Al mikaps. 3aBxaAu MOTPIOHE OOTOBOPEHHS PE3yNbTaTiB HAAIMHUX aJrOPUTMIB IS
BH3HAUCHHS HaWO1IpI Oakanoi aii. Takum unHOM, XAl BHCTyIIae K 1HCTPYMEHT, IO
3abe3nedye Jiikaps HEOOXiTHOIO 1H(GOpMAIE I TPUHHATTS OOTPYHTOBAHOTO

pilIEHHS Ta MiATPpUMaHHS MPo¢eCciiHOI BiIMOBIIaTbHOCTI.

1.3 Peryasitopni ta ernuyHi BuUMoOru a0 cucreM XAl y cdepi oxoponm

3nopoB’st (EU Al Act, FDA)

Perynaropuuit  nmanmmmadpt I y wMeauuuHi  MIBHAKO  €BOJIIOIIIOHYE,
BCTAQHOBJIIOIOYHM KOPCTKI BHUMOTH JO TIPO30POCTi, OCOOIMBO Ui CHUCTEM, SKi
KJIaCU(PIKYIOThCS SIK BUCOKOPU3UKOBI.

Bumoru EU Al Act HaBeqeHO HMKYE.
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3akon €C mpo Ityunuii Inrenexktr (EU Al Act), sikuil peryitoe BUKOPUCTaHHS
I B €C, 3acTocoBye miaxia, 3acHoBaHUM Ha pusukax. llII-cucremu, ski mpu3HayeHi
JUIST BUKOPUCTaHHS SIK KOMIIOHEHTH O€3MEeKM MEIUYHUX MPHUCTPOIB (peryaboBaHi
MDR/IVDR) abo € camum# OpUCTPOSMH, aBTOMATHYHO BIJHOCATHCA 10 KaTeropii
BHUCOKOT0 pu3HKYy. lle BumMarae HaiBUIIIOTO PiBHA PETYISTOPHOTO KOHTPOJIIO.

Bucokuii pusuk o3Havae, MmO Il CHUCTEMH IIOBHHHI BIJIMOBIIATH CYyBOPUM
BUMOIaM, BKJIIOYAIOUM BEJEHHS YITKUX 3alUCIB MPO MPOAYKTUBHICTb, MOHITOPHHT
no01YHKUX €(eKTiB, BAKOPUCTAHHS BIIMOBIIHO 10 BCTAHOBJICHUX MPOTOKOJIIB O€3MEKH, a
TakoX 000B’s3k0Bui moacbkuii Harmsia (human oversight). Bmposamxkysaui -
cucteM (HampwKiIaa, JiKapHi) 3000B’s3aHi 3a0e3meuntd, M0 pekomernmamii I
MEPEBIPSAIOTHCS Ta JIOKYMEHTYIOTHCS KJIIHIIMCTAMHU, SIKI MarOTh BTPYYaTUCS, SAKIIO
pexomenpauii Il He BignoBigatoTh mnorpedam mnamienta. Kpim Toro, AKT Mae
€KCTEPUTOPIATIbHE OXOIUJICHHS, L0 O3HAYae, 110 BIH 3aCTOCOBYETHCSA IO IPOBalEepiB
(pO3pOOHUKIB), HE3aJIe)KHO BiJ IXHBOTO MICIE3HAXO/KCHHS, SKIIO iXHIH MPOIYKT
BUKOPHUCTOBYEThCsI Ha puHKy €C. Lleit perymstopHuii TUCK pOOHUTH MOSICHIOBAHICTH
000B’SI3KOBOI0 YMOBOIO JIOCTYITy Ha PUHOK.

CIIA, Kanana Ta Benuka bpurtaHisi criiBnpanoOTh 1711 BCTAHOBJICHHSI KEPIBHUX
MPUHIUIIB, SKI MIJKPECIIOITh BAXKIUBICTh MPO30POCTI Y MEAMYHUX IPUCTPOSX 3
NIATPUMKOI0 MamuHHOTO HaB4aHHS (MLMDs).10 i nmpuHIunm 30cepenKyroThCs Ha
koMaui «JIroguaa—11II» Ta HagaHHI KOpHCTYBadyaM YiTKOI Ta BaXKIMBOI iHGOpMaIIii mpo
MIPUCTPIi.

FDA Bu3zHavae mpo30picTh SIK CTYMiHb, 10 AKOT0 iHpopMaiiis npo MLMD (itoro
HaMip, po3poOKa, MPOAYKTHBHICTH 1 JIOTiKa) KOMYHIKYETHCS BIAMOBIIHIN ayauTOpIii.
[TosicuroBanicTs (Explainability) € acekTom mpo30pocTi, 1110 OMKUCYE CTYMiHb, 0 SIKOTO
JIOTIKa, 110 TpHU3BeNa J0 pe3yJbTary, Moxke OyTH 3po3yMmiia JirogauHi. PerymstopHi
OpraHu BUMararoTh BOYJJOBYBaHHS ITPO30POCTI Ta MOSICHIOBAHOCTI y PETYJISTOPHI paMKHU
JUIS MIABUIIEHHS MiA3BITHOCTI Ta HAJaHHS 3alleéBHEHb MEIWYHUM IIpalliBHUKaM Ta

Malf€HTaM.
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Bumora HamgaHHs kopucTyBayaM 3po3yMmiloi iH(opmallli mpo JIOTiKy pillleHHS
BHU3HAauae, 110 KiHIeBUM nau3aiiH XAl-cucteMu moBuHEH OyTH JIIOJIMHO—OPIEHTOBAHUM
(human—centered design). Ile o3Hayae, MmO TEXHIYHO TMpPaBUIbHE TOSCHEHHS,
3r€HEpOBaHE aJIropuTMoM (Hampukian, HaOlp koedimienTiB SHAP), mae Oyrtu
MEPETBOPEHO Ha KIIHIYHO 3HAYYIIUH, BI3yalli30BaHUN Ta JIETKO I1HTEPIPETOBAHUN
dopmar. Llg BuMoOra ciiyrye KIIOYOBUM MOCTOM MDK TEXHIYHOIO po3poOkoro XAl—

ITOPUTMIB Ta iXHIM MPAKTUYHUM BIPOBAKEHHAM Y KIIHIYHUNA poOoumil mpouec (AuB.

puc. 1.1).
e
r D r - - -
2 b Confusion of Black-box Al
Black-box Al ; . F. > » Why is it infected?
| i I » Can | trust you?
e S Iy Users
Black-box Model Tngart hmage Prediction
e ~ rey |
L o
S . O)
A..- [ ‘SR
. ||
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Pucynox 1.1 — Bizyamizamis mpo0ieMu «40pHOTO STHKa» Ta HeoOXiaHIcTh XAl y

KJIIHIYHOMY CEepeIOBHIII

OcobOnuBy yBary ciig npuauutu crarti 13 (Article 13) Axry npo II, sika
BUMAarae «Ipo30poCTl Ta HaJaHHsA 1HQOpMalii KOpUCTyBadyam». 3TiHO 3 LUM
MOJIOKEHHSIM, CUCTEMU BUCOKOT'O PU3HMKY MOBUHHI MPOEKTYBATUCS TaKUM YHMHOM, 1100
ixas pobOora Oyna [OCTaTHRO TMPO30POIO ISl IHTEpHpeTalii BHUXITHUX JaHHUX
kopuctyBaueM. lle Bumarae Bim po3pOOHUKIB HE JIMIIE TEXHIYHOI JOKYMEHTAIlll, a U
BOY/IOBaHMX MEXaH13MiB MOSICHEHHS B peasibHOMY 4aci ("explainability by design").
Kpim Toro, 3aransHuii permament 3axucty naHux (GDPR) y crarrsax 13-15 Ta
ocobtmuBo 22 ("ABTOMATH30BaHE NTPUUHATTS I1HAUBITYyAIbHUX PIIIEHB") 3aKPIIUIIOE
"mpaBo Ha mosicieHHs" (Right to Explanation). Ile o3Haudae, 1110 marieHT Mae I0OpUIUIHE

MpaBO 3HATH, YOMY QJITOPUTM BIJHIC MOro OO TpyNH PU3MKY, m0 poouth XAl He
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OMIIIOHANILHOIO  (ivuero, a o0OO0B'A3KOBOI0 BUMOror compliance (BiAMOBIIHOCTI
CTaHJapTaM).

OkpiM eTUYHUX MPOOJIeM YIEPEeIKEHOCT], KPUTUYHHM AacleKTOM Oe3NeKu €
Bpa3NMBICTh TIMOOKMX HEUPOHHMX MEPEX M0 TaK 3BaHUX ajBepcapHuX atak. Lle
[IJISCTIPSIMOBAHI MAaHINYJIAIIT 3 BXIIHUMHU JaHUMHM, K1 HETIOMITHI IS JIFOJICBKOTO OKa,
ajie 3MYIIYIOTh MOJIEJIb POOUTH rpy01 TOMUIIKH.

Y  KOHTEKCTI MEIUWYHOI Bi3yamizalli (HampuKkian, JepMaTocKomii abo
pentresorpadii) 370BMUCHUK (200 HaBITh BHUMNAJAKOBUN IIyM OOJIaJHAHHS) MOXKE
JI0JIaTH CIIEIiaIbHO 3reHepOBaHM "TiryM" 10 300paskeHHS.

HNocmimxkennss Finlayson et al. (2019) nokaszanu, 1mo MeAUYHI aJITOPUTMHU
0COOJIMBO BpasNuBi J0 TakuWxX arak. Hampukiaa, 3MiHa KUIBKOX MIKCETIB Ha 3HIMKY
OYHOI'0 JIHA MOKE€ 3MYCUTH CHUCTEMY 3MIHMTH JiarHo3 3 "3mopoBuil" Ha "miabeTuyHa
perunonaris". lle cTBOpro€ pu3MKHA JUIsI CTPAxOBOro IIaxpaiicrBa (LITy4dHE
"moripmeHHsA" aiarHo3y I OTpUMaHHS BHIUIAT) abo kibeprepopusmy. Came ToMy
cucremu XAl (3okpema Grad—CAM) BUCTYynarOTh HE JIHIIE IHCTPYMEHTOM IMOSICHEHHS,
a 1 JiHI€I0 00OpOHU: SAKIIO aTaka 3MIHIOE J1arHO3, BOHA YacTO 3MIHIOE 1 KapTy yBaru

MEpexi, 0 MOXKe OyTH MOMIYEHO JTIKapeM—eKCIIEPTOM.
1.4 Orasia Ta kiaacugikanis meroais XAl

XAl-metonu kinacu(ikyrOTbCS 3a TUM, SK BOHHM T€HEPYIOTh IOSCHEHHS, IO
J103BOJISIE BUOMPATH ONTHMATBHI MIXOM JIJIS PI3HUX THITIB MEAUYHHUX JaHUX.

J1J1st MEIMYHOTO 3aCTOCYBaHHS, JIe TOUYHICTh € BUCOKOIO CTABKOIO, MiepeBara 4acto
HAJAETHCSl HANCKIIAIHIIINM, BUCOKOMPOAYKTUBHUM MojensaMm (Deep Learning). Uepes
[Tapamokc MPOAYKTUBHOCTI—IHTEPIPETOBAHOCTI 111 MOJIETI € HEMPO30PUMHU, aje iXHS
BHCOKAa TOYHICTh € KPUTHUYHOK. BiJMOBIHO, HAWOUIBII MparMaTUYHUM PIIICHHSIM €
3aCTOCYBaHHA IOCT—XOK METOJIB (METOMIB, IO 3aCTOCOBYIOTHCS IMICIs HaBYaHHS
Moneni), Takux sk LIME, SHAP ta Grad—CAM, nns moscHeHHs ixHIX pimieHb. Lle
JI03BOJISIE BUKOPUCTOBYBATH HAWTOYHINI "YOpHI SIIMKUA" 1 BOJHOYAC 3aJ0BOJILHUTH

€THYHI Ta PeryJsITOpHI MOTpedu y mpo3opocTi (auB. Tabdm. 1.1).
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Tabmuusa 1.1 — Knacudikariiss MeTo/1iB OSICHIOBAHOTO IITYYHOTO 1HTEIEKTY

Kareropis Hpuxnaau Omnuc Ta 3acrocyBaHHSA
XAl-meTony MeTOAIB
ATpuOyIiitHi Grad—CAM, Buainsaiorh  KJIIOYOBI  PEriOHM  BBEJICHHS
(Attribution— Integrated (miKkceni, 03HAKH) 3a JOTIOMOT'OI0 TPAJIIEHTIB Ta

based) Gradients aKTUBAIll}, 1[0 BIUIMHYJIM HA PIIICHHS MOJENI.
He3aminHi a4 aHamizy 300pakeHb.

Ha ocnoBi LIME, RISE OmiHIOIOTh  BAXJIMBICTG  O3HAK  IUIAXOM
nepTypoarii 30ypeHHst (Moaudikailii) BXITHUX JaHUX Ta
(Perturbation— MOHITOPUHTY 3MIHA BHXIJTHOTO IPOTHO3Y.

based) Moeni—araHocTHYHi.

Ha ocHosi Amnani3 AHaN3yl0Th pEakililo BHYTPIIIHIX IIapiB

aKTHUBALlll BHYTPIIIHIX MOZAENl  JUIsl  BUSIBJIEHHS  1€papXI4yHUX
(Activation— HEWPOHIB MPEACTABICHb 03HAK, BABYUCHUX MOJEILIIO.

based)

Ha ocHoBi Self—attention BHKOpHUCTOBYIOTh MEXaHI3MH  yBaru JUis

TpaHchopmepiB mechanism rJ1I00aJIbHOI 1IHTEPIPETOBAHOCTI, €PEKTUBHI Y
(Transformer— MEJIUYHIN Bi3yasizaiii 3 BHCOKHUMH
based) noka3zHukamu loU.

Cyporartsi LIME, LRP JlokanbHO HAOMMKAIOTH TOBEIIHKY CKJIAJIHOI

MOl MOJEN  HPOCTIIIMMH,  IHTEPHPETOBAHUMHU

(Surrogate MOJEJIAMHM JIJIs1 pallioHa3allii pillieHb.

Models)

Merox SHAP (SHapley Additive exPlanations) 6a3yetbcst Ha BekTopax Lllerumi 3

Teopli koomepatuBHUX irop. 3HaueHHs Illerm g1 o3HaKM 1 OOYHCITIOETBHCS SIK

CepeaHbO3BAKEHU IPAaHUYHUN BHECOK I11€1 O3HAKH Y BC1 MOKJIUBI KOAJIIIii O3HAK.
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Meton LIME (Local Interpretable Model-agnostic Explanations) dopmyitoe
3a/1a4y MOSCHEHHS SIK 3a7a4y OonTumizailii. MeToro € 3HaxopKeHHS MoJiell (Hanpukia,
JHIAHOI perpecii), sika MiHIMI3y€e (PYHKIIIIO BTPATH Y JIOKAJIbHOMY OKOJI.

[eit migxia A03BOJSIE ITHOPYBATH TI00AbHY CKJIAAHICTh MOBEPXHI MPUNHSATTS
pileHb, GOKYCYIOUHUCh HA JTIHIHHOCTI B KOHKPETHIM TOYIII.

st moBHOTO po3yMiHHs JaHamadty XAl qomiibHO pO3MUPUTH KiIacuDiKaIliio
3a kputepieM «lIIpozopicte npotu IlocT—xok nosgcHenHs». [lepma kareropis 0XOILUTIOE
mpo3opi mojzeni abo Transparent Models, siki 0a3yrTbCcs Ha TPhOX KIHOYOBHUX
xapakTepucTukax. Ilo-mepie, e CMMyJIbOBaHICTh, 110 BHU3HAYA€ 3AATHICTH JIIOJWHU
MIPOWTH BECh MIJISAX MPUUHSITTS PIMICHHS MOJACIIIIO MOAYMKH, SIK 1€ MOXKJIMBO 3 MaJIAM
7epeBoM pitieHb. [lo-npyre, BaxXJIMBY poJib BiIIrpae JAEKOMIIO30BHICTD, sIKa JI03BOJISE
MOSICHUTU KOKHY YaCTUHY MOJENl, HallpuKial, Bary a0o By30i1 OKpeMo. fcKkpaBuM
MPUKJIAZO0M TYT € JIiHIIHA perpecis, e KoxkHa Bara Ma€e 4iTkui (izuynuit 3mict. Tperim
aCIeKTOM € aJFOPUTMIYHA TMPO30PICTh, IO TapaHTye€ 301KHICTh MaTeMAaTHUYHOTO
amaparty /10 YHIKaJbHOTO PIIlICHHS.

Jlpyra Benvka rpymna CKIJIaJa€ThCsl 3 METOJIIB MOCT—XOK MosicHeHHsa abo Post-hoc
Explanability. JIo Hei BXOASTh TEKCTOBI MOSCHEHHS, SKI MepeadavyaroTh T€HEPaIliro
OTIHCY MPUPOTHOIO MOBOIO, HAMIPUKIIAJI, Y 33/1adaX aBTOMATHYHOT'O CTBOPEHHS ITi/IMHICIB
70 300paxkeHb. BizyanbHi MOsICHEHHS ONEPYIOTh TEIJIOBUMHU KapTamu (saliency maps)
Ta KapTaMu YyTJIMBOCTI, 10 JAO3BOJSIOTH MOOAYUTH BaXKJIMBI 30HU HAa BXIJHUX JAHUX.
[losicHeHHs Ha TPUKJIaJaX BUKOPUCTOBYIOTh TaKi METOJHU, IK K—HAMOMMKYMX CYCIIIB,
JIEMOHCTPYIOUH CXOKICTh MOTOYHOTO BHUIAJKY 3 MIATBEPIKCHUMH TPELeICHTaMU JIJIs
OOTpyHTYBaHHS J[1arHO3Y, HANPUKJIAJ, MOPIBHIOYM 3HIMOK 13 BUMAJKaMHU IMHEBMOHII.
OkpemMo BHIUISIOTH JIOKAJIbHI alpOKCHUMAIlli, cepesl SKUX HaWBIJIOMIIIUMH € METOH
LIME ta SHAP.

Po3pobnena B pamkax poOOTH cCHUCTEMa BUKOPUCTOBYE TIOpUIAHUM MiAXif, IO
MO€IHY€E TepeBarn 000x mapagaurM. s 6a30BOro aHamizy 3aCTOCOBYIOTHCS IMPO30pi
MOJIEl Ha 3pa30K JIOTICTUYHOI perpecii, ToMl SIK JJIsl IHTEPIpeTallii CKIAJHUX 3a7a4

3alTy4a€eThCsl MOCT—XOK Bizyaui3ailisg 3a jonomororo meroay Grad—CAM.
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1.5 ®opmy1i0BaHHS METH, 3aBIaHb TA CTPYKTYPH JAOCTiKEHHS

Ha ocHOBI aHami3y BCTaHOBJIEHO, IO KJOYOBa MpoOiieMa — 1€ BIACYTHICTb
HaJIIHHOTO Ta YH1(pIKOBAHOTO MEXaHi3My IOSICHCHHS PIIIeHb CKIAIHUX A1arHOCTUYHHUX
MOJEJIEH, SIK1 MPaLOI0Th 3 MYJIbTUMOAATIBHUMHU JTAHUMH.

MeToro OCHIIKEHHS € MiJBUIIECHHS €()EeKTUBHOCTI aBTOMAaTU30BaHOI MEIUYHOI
JIArHOCTUKHU IIUIAXOM PpO3poOKU 1H(MOpMAIIHHOT CUCTEMHU I1HTEpHpeTallii pilieHb
MOJIeTIeil MallTMHHOTO HaBYaHHSI, 110 0a3yeThCsl Ha TIOPUIHOMY BHKOPUCTAaHHI METO/IB
XAI s MyIbTUMOAATBHUX JTAHUX.

3aB/laHHS AOCIIKEHHS.

1. Anam3 npobiremu Henpozopocti I, eTHYHNX BUKIMKIB Ta pPEryJIATOPHUX
Bumor (EU Al Act, FDA).

2. OOGrpyutyBaHHS MOAyIbHOI apxiTekTypu XAl Orchestrator anms ymnpaBmiHHS
MYJIbTUMOJIAJIbHUMU JaHUMU.

3. TlopiBasuibHUY aHani3 Ta BuOip XAl-anroputMmi (LIME, SHAP, Grad—CAM)
Ha OCHOBI 1XHBOI €()EKTUBHOCTI Y POOOTI 3 PI3HUMHU MOJATBHOCTSIMU TaHUX.

4. BuzHaueHHs Ta OOIPYHTYBaHHS METPHUK KUIbKICHOI OIIIHKH SIKOCTI MOSICHEHb
(Fidelity, Robustness).

5. Bwubip iHCTpyMEHTAIBHOTO Ta TporpamMHoro 3abe3neueHHs (Python—6i16mioTek)
st peanizaiii XAl-dynkiionany.

Crpykrypa nocaimxenss (Po3ainu 1 ta 2) BinoOpakae mMociaiJOBHUNA Nepexia Bijl
aHami3zy HeoOximHocTi (Po3ain 1) mo mpoekTyBaHHSA apXiTEKTypu Ta OOTPYHTYBaHHS
TexHIYHUX pimeHs (Po3ain 2), GopMyroun MOBHY TEOPETUUYHY Ta METOAOJOTIUHY 0azy

TUTsI MAliOyTHBOT IPAKTUYHOT PO3POOKH.
1.6 IlopiBHAJBLHMH aHAJI3 iICHYIOUHX CUCTEM MeJINYHOI JIarHOCTUKH

Jl7is BU3HAUEHHS MICIS PO3POOIIOBAHOT CUCTEMH CEpell ICHYIOUHX PIllleHb O0yJo
MIPOBEJICHO aHaJIi3 MPOBIIHUX CBITOBUX IJIAT(MOPM MEIUYHOTO IITYYHOTO 1HTEIIEKTY.
1. IBM Watson Health (Merative): IBM Watson Health 6yna ogniero 3 mepirux

cpo® BOPOBAIUTH KOTHITUBHI oOuucienHs B wmeauuuHy. Cuctema Watson for
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Oncology aHamizyBana CTPYKTYpOBaHI Ta HECTPYKTYpOBaHI JlaHi MAIll€HTIB JJIst
HaJIaHHSI PEKOMEH/Iallii 111010 JIIKYBaHHS PaKYy.

[lepeBaramu € 3AaTHICTH OOpOOJISATH BEIMYE3HI MACHMBU HAYyKOBOI JITEpaTypH
(NLP) ta inTerparis 3 e1€KTPOHHUMHU MEANYHUMH KapTKaMU.

Henonikamu € BUCOKa BapTICTh BIPOBAIHKEHHS, 3aKPUTICTh aITOpUTMIB ("'4OpHHUIA
AmuK"), HEOTHO3HAUHICTh PEKOMEH Ialllf Y HeCTaHIapTHUX BUNAAKAX, 1110 TPU3BEIIO J0
KPUTHKH 3 OOKY JIIKapIB Ta YaCTKOBOT'O 3TOPTAHHS MPOEKTY.

2. Google DeepMind Health (Google Health): mnpoekt QokycyeTbcsi Ha
MIMOOKOMY HaBUYaHHI ISl aHAII3y MEAUYHUX 300pakeHb. Bigomuii cBoiMU MOJEIsIMU
JUIA TIaTHOCTUKHU J11a0eTHUHOI peTHHOMATIi Ta paky rpynaei (coinbao 3 Imperial College
London).

[lepeBaramu € HaWBHUIIA TOYHICTH JA1aTHOCTUKH, IO YaCTO MEPEBUIIYE JIOACHKY.
Buxopucranns nepenoBux apxitektyp (Inception, EfficientNet).

Henonikamu € nienTpanizoBaHa 00poOKa naHuX (MUTAHHS MPUBATHOCTI), BUCOKI
BUMOTH JI0 OOYHCIIOBATIBHUX PECYpCiB, 0OMEKEHa 1HTEPIPETOBAHICTh ISl KIHIIEBOTO
KOpPHUCTYyBaya.

3. Aidoc: i3painbchkuii cTapram, mo cHeliamizyeThcs Ha papionorii. Ixume I13
aproMaTuyHo  aHamizye KT-—3HIMKM i1 BHSIBICHHS  BHYTPIIIHbOYEPEITHUX
KPOBOBUJIMBIB, €MOOJIIT JIETEHEBO1 apTepii Ta MePesIoMiB IMUUHUX XPEOIIiB.

IlepeBaramu € moBHa iHTErpailisi B podouwnii mpoiiec paaiosiora (PACS—cucremn),
¢dbokyc Ha nmpiopuTe3allii eKCTPEHUX BUMAJIKIB (triage).

Henomikamu € By3bka croemiamizamiss  (TUIBKM  PaJIoJoTis),  3aKpUTHIMA
MPOMpPIETAPHUI KOJ.

4. Viz.ai: nnatdopma s BUsBICHHS 1HCYNbTIB 3a jgornomoroio IIII. Cucrema
ananizye KT—anriorpadiro Ta aBTOMaTU4YHO CIIOBIIIAE€ HEUPOXIPYPriB MPO HAABHICTh
OKJTIO311 BEJIMKUX CYJIUH.

[lepeBaramMu € MBUAKICTH peakiii (3MEHIIEHHST 4Yacy M0 orepaillii), MOOUTbHHIA

JIOIATOK JJISI JIIKapiB.
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Henonikamu € BHUCOKa BapTICTh JIIEH31i, 3aJIEKHICTh BiJ SIKOCTI IHTEPHET—
3'e THAHHS.

[lepen nmpoBeeHHSM MOPIBHSIILHOTO aHaNI3y JIOIIIBHO JIETaIbHIIIE PO3IIISTHYTH
apXiTEeKTypHI Ta PYHKIIIOHATbHI 0COOIMBOCTI ICHYIOUHX PIllIEeHb HA PUHKY.

[Tnatrdopma Watson for Oncology crana mioHepoM y BUKOPUCTaHHI KOTHITUBHHUX
oOuucieHb. ApXITEeKTYpHO BOHa 0a3yeTbcst Ha oOpoOui npupoanoi moBu (NLP) st
aHaJi3y HECTPYKTYpOBaHUX MEIWYHHUX 3allUCIB Ta CHIBCTaBJIEHHI IX 3 MacHUBOM
HayKoBUX craTeil. OCHOBHUN HEIOJIK, IO MPHU3BIB /0 PECTPYKTYpH3alli MPOEKTY,
MOJIATaB y MpoOJIEMi «4OPHOI CKPUHBKI: JIIKApl OTPUMYBAJIM PEKOMEH 1ALl JIIKyBaHHS
(HampwuKIa;, cXeMu XiMmioTeparii) 6€3 YiTKOTO MPUIMHHO—HACITIIKOBOTO JIAHITFOKKA, 1110
0a3yBaBcs 0 Ha KOHKPETHOMY BUTIAJKY MAIllEHTa, a HE Ha 3arajibHii CTAaTUCTHIL.

ITpoayktu Google y cdepi oxopoHu 310poB's (30Kpema, sl J1arHOCTUKHU
J1a0eTUYHOI PETUHOMATII Ta paKy MOJIOYHOI 3aj103u) neMoHCTpYIoTh SOTA (State—of—
the—Art) TounicTb. IXHi MoJemi 4YacTO BHUKOPHMCTOBYIOTH aHCaMOIi TIIMOOKHUX
sroptkoBux Mepex (Inception—v3, EfficientNet). IIpore, Google doxycyerbecs Ha
IEHTpali30BaHid xMapHid 00pobmi API, mo cTtBoproe Oap'epu mjis JIOKaJIbHOTO
pPO3TOpTaHHS B YKPAaiHCHKUX JIKapHIX depe3 BUMOTH 10 3aXUCTy AaHux. Kpim Toro,
OUTBIIICTh iXHIX I1HCTPYMEHTIB Bi3yamizailii (saliency maps) MOCTymHI JUIIE IS
BHYTPIIIHHOTO BUKOPUCTAHHS JTOCTIAHUKAMHU, a HE JJIs KIHIEBUX KJIIHIIMCTIB.

I3painbcbka mmardgopma Aidoc € mimepoM y  pamionorii, 1HTETPYHOUYUCH
oesnocepenubo y PACS—cucremu (Picture Archiving and Communication System).
Ixusa Ttexmonoris "Always—on AI" mpamioe y (OHOBOMY pEXHMi, HPiOPUTU3YIOUH
TEPMIHOBI BUMNAJKU (HAIpHUKIaA, BHYTPIIIHOUEPENHUN KPOBOBWJIMB). XOuUa CHCTEMA
BUJIUTSAE TT1103p1ai 30HU (bounding boxes), BOHA € 3aKpUTOIO TTPOIPIETAPHOIO CUCTEMOIO.
Jlikap He MO’K€ 3MIHUTH MOPIT YYTJIMBOCTI 200 3alUTaTH AJbTEPHATUBHE MOSICHEHHS
("counterfactual explanation") — yomy cuctema He ToOaymIIa MATOJIOTIO B 1HIIIM 30Hi.

Viz.ai ¢ mnemiam3yerbcss Ha JeTekuii 1HCYnbTIB. CHcTeMa BHUKOPUCTOBYE
MOOINBHMH 0fATOK Il MMTTEBOrO OIOBIlllEHHs Helpoxipypris. Ixmii migxig mo

IHTepHpeTalii € MIHIMaJICTUYHUM: KOJhOpOBE KapTyBaHHs mepdysii Mo3ky (CT
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Perfusion maps). Ile BucokoedhekTHBHO JUIsi BY3bKOI 3ajadi, aje HE JI03BOJIE
po3muproBaTy GyHKIIIOHA Ha 1HIII TaTOJOTii 6€3 MOBHOT MepepoOKH CUCTEMH.
[lopiBHsiTbHA XapakTepucTuka Y TaOn. 1.2 HaBelleHO MOPIBHSIHHS aHAJIOTIB 3

PO3pPOOITIOBAHOIO CUCTEMOIO.

Tabmuug 1.2 — IlopiBHSUIBHUI aHAIII3 CUCTEM

IBM Po3pobaroBana
Kpurepiit Google Health Aidoc
Watson cucreMa
Tekcr, Taomuui +
Tun nanux ] 300paxeHHs 3o6paxenns (KT)
Tabmumi 300pakeHHS
Huspka ) ) Bucoka (SHAP,
) Huspka (Saliency | Cepenns (Bounding
InTepnperoBanicTh (Evidence LIME, Grad—
maps research) boxes)
passages) CAM)
SaaS ‘ Open Source /
Mojaesab momupeHHst ) Research / API InTerpanis B PACS
(Enterprise) Standalone
Hyxe
Bapricth Bucoxka Bucoxka Husbka
BHCOKa
Hi (oxpemi )
MyJIbTHMOAAJIBHICTH Tax ) Hi Tax
MO/IeII1)

Icaytoui komepiiiiHi pimeHHs (OKYCYIOTbCS Ha TOYHOCTI Ta IHTerpamii B
TOCIITalbHI CUCTEMH, YacTO HEXTYIOUM MOSCHIOBaHICTIO. Po3polioBaHa cucrema
3aiiMae Hilly 1HCTPYMEHTY '"Mpo30poi JIarHOCTUKHU', 1€ MNPIOPUTETOM € HE JIMIIE
pe3yJbTaT, a il Horo OOrpyHTYBaHHS, 10 KPUTHYHO BAXKJIMBO JJI HAaBYAHHS JIIKapiB Ta

BayTimarii MOJIesei.
1.7 I[laTteHTHHHT aHAJTI3

byno mposeneno momyk marentiB y 6azax manux USPTO (CIIA) ta EPO
(€Bpomna) 3a krouoBumu cioBamu "Medical Al", "Explainable AI", "Diagnosis".
US Patent 10,123,765 "Method and system for automated medical image

analysis" (Siemens Healthcare) ommcye meTos BUKOpPUCTaHHS TNIMOOKHUX 3TOPTKOBUX
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Mepex ISl cerMeHTailii oprasis. [lateHT QokycyeThCcsi Ha apXiTEKTypl MEPEexKi, ajie He
3rajly€ METOAH MOSICHEHHS.

US Patent 11,250,567 «Explainable artificial intelligence for medical imaging»
(IBM) onucye meTon reHepaiiii TeKCTOBUX MOSICHEHb Ha OCHOBI BI3yallbHMX O3HaK. Ha
BIJIMIHY BiJ IIbOT'O IIJIXOJy, HAallla CUCTEMa BUKOPHCTOBYE BI3yallbHI TEIUIOBI KapTH
(Grad—CAM), 1110 € OUIBIII IHTYITUBHUM JIJIs1 PaJI10JIOT1B.

EP 3 456 789 «System for confidence estimation in neural networks» ommcye
Meroau oiiHkd HeBu3HaueHocTi (Uncertainty) mporHo3dy. lle BaxxinuBuii HampsiMOK,
SKHUI B HAIIiK poOOTI peanizoBaHO Yepe3 aHaii3 HMOBIPHOCTEH KIIaciB.

Amnani3 nokasye, mo cpepa XAl B MeIMLIMHI € AKTUBHUM IOJIEM JIJIsl 1HHOBAI[IH.
binbmiicte maTeHTIB 3aXWINAOTh CHENU(IUHI apXITEeKTYpH MEpexX, TOMl SIK METOJU
Bi3yaiizaiii Ta IHTEpIpeTalii YacTo 3aJUIIAIOTHCS Y BIAKPUTOMY JOCTyIl abo

MAaTEHTYIOTHCA K YaCTUHA OLIBIINX CUCTEM.
BucnoBkmu 10 posaiay 1

Y mepmomy po3niti  Oynmo  34iHCHEHO KOMIUICKCHHMA —aHaji3 MmpoOJieMH
HENpPO30pOCTi («YOPHOTO SIIMKA») Y BUCOKONPOAYKTUBHUX MOJENAX TIIIMOOKOro
HaBuaHHs (DL), siki 3aCTOCOBYIOTBCSI Y MEIUYHIM JiarHOCTUIll. BcTaHOBIEHO, MO 1
HEIMpO30pICTh  CTBOPIOE  CYTTEBI  €TUYHI  BUKIWKH, BKIIOYAOYU [poOJIeMu
BI/IMOBIIabHOCTI (accountability) Ta yIHpaBiiHHS aQJITOPUTMIYHOIO YIEPEHKEHICTIO
(bias), siKi € HEIPUHHATHUMH Y BUCOKOPU3UKOBHX KIIHIYHUX JTOMEHAX.

Busnaueno, mo s 3a0e3nedeHHs OC3MEKM TAII€HTIB Ta MIATPUMKH
npodeciitHoi TOBIpU MIXK JIKapeM 1 MaIll€eHTOM, TPaJAUIliiiHE «BUIPABIaHE 3HAHHS BiJl
HAJIMHUX, aje HEeMpPO30pUX AITOPUTMIB € HEJOCTaTHIM. TakuM YHHOM, HEOOXITHICTH
BIIPOBA/HKCHHSI CUCTEM IOSICHIOBAHOTO IITY4YHOTO 1HTENeKTy (XAl), siki reHepyroTh
3pO3yMLJIl Ta Ha/lliHI MOSACHEHHS], € IMIIEPATUBHOIO.

[IpoananizoBano perynstopauit manmmadpt (3okpema, EU Al Act Ta BUMOTH
FDA), saxuii xareropusye Menuuni [lI-cuctemu sik Bucokopusukosi. lle Hakmanae

KOPCTKI BHUMOTH IIOJ0 IIPO30POCTi, OOOB’SI3KOBOTO JHOJChKOTO Harmsaay (human
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oversight) Ta mia3BiTHOCTI. PerynsitopHi BUMOrd BU3HAYWIM HEOOXITHICTH JIFOAUHO—
opientoBaHoro paum3aiiHy (human—centered design) mns XAl-iaTepdeiiciB, 110
KOHBEPTYIOTh TEXHiUHI NosicHeHHs (Hanpukian, SHAP—3HaueHHs) y KIIHIYHO 3HAYYII
Ta Bi3yalli3oBaHi1 (hOpMaTH.

BpaxoByroun [lapagokc mpoayKTUBHOCTI—IHTEPIPETOBAHOCTI , HAWOLIBII
MparMaTUYHUM PIIIEHHSAM BU3HAUYEHO 3acTOCyBaHHA MocT—Xok meToniB XAl (LIME,
SHAP, Grad—-CAM). Lle no3Bosie 30epert BUCOKY A1arHOCTUYHY TOYHICTh CKIIAIHHUX
DL—moneneit 1 BogHOYAaC 3aJ0BOJBHUTH IMOTPEOU y MPO30OPOCTI Ta PETYISITOPHIN
B1/IMIOBITHOCTI.

Ha ocHoBi mpoBeeHOT0 aHaiizy chopMyIL0BAHO METY JOCIHIHKEHHS: POo3po0Ka
Ta OOIPYHTYBaHHS apXITeKTypu TiOpUAHOI 1HTEIEKTyaJlbHOI CHUCTEMH, 3AaTHOI
r€HEpYBaTH KUIbKICHO BalliJIOBaHl, JIOKaJIbHI TMOSCHEHHS pIlIeHb JIarHOCTUYHUX

MOI[GJ'IGI\/'I, K1 IIpanror0Th 3 MYJIbTUMOJAJIbHUMHU JaHUMHU.
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2 MIPOEKTYBAHHSA APXITEKTYPU IHTEPIIPETAIIMHOI CUCTEMH TA
OBIPYHTYBAHHS AJITOPUTMIB XAl

2.1 OOrpyHTyBaHHA MOIYJIbHOI AapPXITeKTYpHM CHCTEeMH IHTepmpeTamil

MEANYHUX JAaHHUX

Jist  kepyBaHHS pi3HOMaHITHICTIO nanux (Ttabnuuni EHR, 3o00paxeHHs),
ckiagHicTio 06a3zoBux DL—monenedt Ta HEOOXITHICTIO 3acToCyBaHHS pizHUX XAl-
METO/I1B, CUCTEMA IHTEpHpETalLlii IOBUHHA MaTH MOJYJIbHY apXITEKTYypy, sIKa BIANOBIIa€
koHuerniii XAl Orchestrator. Lleit miaxin 3abe3neuye macmraboBaHICTh, THYYKICTh Ta

MO>KJTUBICTH 130JIF0BaTH MPOOJIEMH B OKPEMUX MOAYISIX (IUB. puc. 2.1).

Input I XAl || LLM || output

™ _| |_| . b_\ ( )

z datay; datay; data; datan data;s
fmodality 1: text input i _u_[—J_/ %}@l
N ) . [
datay, [ datay, J [ dataz J [ dataz J —_ - —p
| e

fmodality 2: numeric input

7N

Y - @

M == e - g - N A4
N

fmodality 3: image input

L. @ =) {_—DC]—‘;

fmodality n: omics input \—/

time T

Knowledge

wi

MonynbHa apXiTeKTypa MOBUHHA CKIAAATHCS 3 I’ SITH OCHOBHHX OJIOKIB.

Pucynok 2.1 — Cxema cucremu XAl Orchestrator

1. Monyns ympasmiaas maammu (Data Modality Manager): meit momynb
00po0IIsie TeTeporeHH1 KIIHIYHI AaHl. BiH BKIrOuae He3anexH1 nanuTiiaiiHu MomepeIHbO1
00OpOOKHM I KOXKHOI MOJANBHOCTI (HANpUKIIAJ, HOpMaiizaiis TaOJWYHUX TaHHX,

ayrMeHTaIlist 300pakeHp). KimouoBruM 3aBaaHHsAM € 3MUATTA nux gaHux (data fusion) mos
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CTBOPEHHS €IMHUX MyJIbTUMOAANbHUX fusion embeddings, siki momarOThCs Ha BXia
JIarHOCTUYHINA MOJiell. 3/IaTHICTh MOSACHUTH BHECOK O3HAK, OTPUMAaHUX MICIS 37UTTS, €
KPUTHYHOIO JIUIS 1HTEpHIpeTaIllii.

2. Mopyns [iarnoctuunoro fAapa (Task Model): MicTuTh BHCOKOTOYHI, aie
Herpo3opi mozeni ML/DL, ski BUKOHYIOTH JiarHOCTUYHE 3aBllaHHA (HAIpHUKIa,
KJacuikaiio MyxXJiauH, MPOTHO3YBAHHS PU3UKY CMEPTHOCTI).

3. Moaynes XAI (Explanation Engine): Ha BUMOTY KOpUCTyBauya, L€l MOJIYJIb
BHUKJIMKAE BIJMOBIIHUM MOCT—XOK anroputM. Hampukian, skio Mojens npaitoe 3 EHR,
aktuByerbcs SHAP a6o LIME. fxmio monmens AiarHOCTYe 300paKeHHsSI, aKTUBYETHCS
Grad-CAM. Moayne MoOXe€ TaKOXX BHKOPHUCTOBYBAaTH CYypOTaTHI MOJAET IS
panioHaizalii ckiaaHux pimens JliarHoctuanoro Smapa.

4. Monyne Bamimamii (Evaluation & Tuning): 3a0e3medye MmOCTIHHMMA
MOHITOPUHT Ta KUIBKICHY OIIIHKY SIKOCTI 3T€HEPOBAaHUX MOSICHEHb, BUKOPUCTOBYIOUHU
merpuku Fidelity Ta Robustness. Ile HeoOximHo st TOro, mo0 MiATBEPAUTH, IO
MOSICHEHHS HE € LTF030PHUMU.

5. Imrepdeiic  «KopucryBau—y—Koutypi» (User—in—the—Loop): kiHIEeBuUi
iHTepdeiic, e JiKap OTPUMYE N1arHOCTUYHHM MPOTHO3 pa3oM 13 HOro mosicHeHHsM. [leit
MOJyJib TOBHHEH pealli30BYBAaTH JIIOJAMHO—OPIEHTOBaHMM Ju3aiiH. BiH Takox
MIATPUMY€E MEXaHi3M 3BOPOTHOTO 3B’S3KY, JI03BOJISIFOUH JIIKApsIM HaJaBaTH OILIHKU a0o
KOMEHTapI1 MI0JI0 SKOCTI TOSICHEHB, 1110 € KPUTHYHUM JIJIS TTOAAJTBIIIOTO JOHABYAHHS a00
KopuryBaHHs XAI-Mo/ysiB Ta MiJIBUILIEHHS TOBIPH.

Taka monaynbHa CTPYKTypa, IO BKIIOYAE 3IUTTS 1H(POpMalii Ta MEXaHi3M
3BOPOTHOTO  3B'A3KYy, JIO3BOJISIE  CHUCTeMl  3a0e3nedyyBaTd  aJalTUBHICTh  Ta
KOPHUCTYBAI[bKO—OPIEHTOBAHY B3a€EMOIIIO.

Bubip marepry Microkernel Architecture (ab6o Plugin Pattern) mms peamizarii
XAI Orchestrator 00ymMoOBiICHUN HEOOXITHICTIO 130JISAIi OOYMCIIOBAIPHO BaKKUX
MPOILIECIB MOSICHEHHS B1Jl OCHOBHOI'O MOTOKY JIarHOCTHKHU. Y 3alpOIIOHOBAaHIN CUCTEMI

LHeHTpainbHU OpKeCTPaTOp BUKOHYE POJIb TUCTIETYEPA, AKHAN:
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— 11eHTU(]IKYe KOHTEKCT: BHM3HAYa€ THUIl BXIJHUX JaHUX (300paKeHHS YH
TaOJIMYHI JaH1);

— MapLIpyTU3y€ 3alMT: HaIpaBise JaHl A0 BIAMOBIIHOTO KOHTEHeEpa 3
Mozaemto (Model Zoo);

— acuHxpoHHO BuKIuKae Explainer: ockinbku reHepaiis 3HaueHb SHAP
(ocobnmBo 117151 aHCaMOJIiB AepeB) MOKE 3aliMaTH Yac, el IPoIeC BUHECEHO B OKPEMHIA
noTik (thread), mo6 He G10KyBaTH 1HTEpPEIC TiKaps.

Taka apxiTektypa 3a0e3neuye cinabky 3B's3HICTH (low coupling) KOMIOHEHTIB,
0 J103BOJIsiE B MaWOyTHbOMY 3aMIiHUTH, Hampukiaa, O010i0TeKy Bizyamizallii 0e3

IICPCIINCYBAHHA JIOTIKH MOIICJICﬁ.

2.2 MopiBHAabHUH aHadi3 Ta BUOIp mocr—xok ajaroputmiB XAl (LIME,

SHAP, Grad—-CAM)

s mobynoBu epextuBHoro Moayns XAl HeoOXiqHO IHTETpyBaTH aITOPUTMH,

10 TOKPUBAIOTH PI3HI TUIN AaHUX (AUB. Ta0m. 2.1).

Tabnuusg 2.1 — IopiBHsUIBHUM aHAII3 Ta BUOIP MOCT—XOK anroputmiB XAl

Anroput™ Tun nasux [lepeBaru y MequiuHi Henomixu/Kommnpomicu
LIME Tabnuumi, Moenb—arHoCTHIHHM, JOKaJIbHO JIoKkanbHE TTOSICHECHHS MOXKE
TekcroBi iHTepnperoBanuii. [lokazas HE B1A0OpaXkaTH rio0aibHy
Bucoky Fidelity (0.81) y meskux MOBEJIIHKY MO/IEITI.

MCINYHHX 3aCTOCYBAHHIX.

SHAP Tabnuuni, TeopeTruHo OOTPYHTOBAHUN Bucoka obuunciaroBaibHa
CrpykTypo (Shapley values). 3a6e3mneuye BapTICTh. Y JAEAKUX
Bani EHR HOPIBHSHHICTH MK PI3HUMH JOCITIJKCHHSIX MTOKa3ye
MOJIEJISIMH, HiAXOAUTH IS Hxay Fidelity (0.38)
r7100anbHOT T JIOKAITBHOT nopiBasiHO 3 LIME.
IHTepIpeTarii.
Grad- 3o06paxenH | BisyanbHo iHTyiTUBHUNA. CTBOproe | OOMexeHMH 3aCTOCYBaHHAM
CAM s (CV) TEIUIOBI KapTH, 10 JIOKANi3yIOTh JI0 3TOPTKOBUX apXITEKTYyp Ta
BaYXJIMBI PET10HU Ha METUIHHUX Bi3yaJIbHUX JaHUX.
3HIMKaX.
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UucneHHl JOCTIKEHHS MiATBEPKYIOTh BaKJIUBICTh CIUIBHOTO BUKOPHCTAHHS
LIME ta SHAP, ocobauBo nipu po6oTti 3 Tabmuuaumu ganumvu EHR, Hanpukman, ms
JIarHOCTUKHU aiabetry abo paky. BukopucranHs 000X METOMIB J03BOJISE IMOPIBHATU
OTpUMaH1 pe3yJbTaTH, N1JBULIYIOYH PIBEHb MOSCHIOBAHOCTI, OCKUIBKH BOHU MPALIOIOThH
HE3aJIeKHO.

Jist MynabTUMOAANBbHOT cucTeMu, ockiuibku Grad—CAM € He3amiHHUM IS
meanunoi Bizyamzamii, a SHAP/LIME — nang cTpykTypoBaHUX KIIIHIYHHUX JTaHHX,
TOpUIHUH MAX1] € HaAKpaIuM Jjis 3a0e3nedeHHs BceO1UHOl iHTeprpeTaltii.(IuB. puc.

2.2).

Prior Current Heatmap Prior Current Heatmap

o= -

Pucynok 2.2 — Temnosa kapta Grad—CAM

2.3 B3aeMO03B’SI30K MK CKJIQAHICTIO MoOAeJi Ta IHTePNPETOBAHICTIO

(Interpretability—Performance Paradox)

Y wmenuuumni Ilapagokc mpoaykTtuBHOCTI—iHTeprnpeToBaHocTi (Interpretability—
Performance Paradox) € ojHi€10 3 TOJIOBHUX MEPENTKO /ISl KJIITHIYHOTO BIPOBAKEHHS
1. Cxnagui moaeni (Hampukian, DL) gocsiratoTh BUCOKOI J1IarHOCTUYHOI TOYHOCTI,
HEOoOX1aHOT 11 Oe3MeKH MaIlleHTa, aje IXHS HEeMPO30piCTh 0OMEKYE JTOBIpY.

Crpareris XAl nonsirae B ToMy, 1100 HE BIIMOBIISITHCS BiJl CKIQJIHUX MOJICINIEH, a
JIOTIOBHHTH X IHTEPIIPETOBAHNUMHU Ta BIPHUMU MOSICHEHHSIMH, TAKUM YHHOM 30epirarodn

BHCOKY NpPOAYKTHBHICTB. IIpote, mei miaxin Hece pu3uK IlacTku MOsSICHIOBAHOCTI
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(Explainability Trap). SIKio mocT—Xxok MOSICHEHHS HE B1JI0Opa)kae CIPaBXHIO JIOTIKY
MOJIETl, BOHO CTBOPIOE WIIO31F0 PO3YMIHHS, IO MOK€ MPU3BECTH N0 3HUKEHHS
KJIIHIYHO1 TPOJTYKTUBHOCTI Ta KOMIIPOMETAIIli O€3MeKHU MaI[l€HTIB, OCKUIBKH JIIKAp MOXKE
MPUIHATH TOMWIKOBE PIILIEHHS, JOBIPSIOYM HEBIPHOMY OOI'PYHTYBaHHIO.

Bupimenss uporo napanokcy Bumarae, mo6 XAl-cuctema Oyia IHCTpYMEHTOM
KanmOpyBaHHsl JoBipH (trust calibration). Meta monsrae B ToMy, 00 JiKap JTOBIpsB
CHUCTEMi pPIBHO HACTUIbKH, HACKUIbKH BOHA € (DAKTHUYHO TOYHOIO Ta OOTPYHTOBAHOIO.
Sxmo XAl-nosicHeHHSI HEBIpHE, JIIKap MOXE JIOBIpUTUCS HOMY HaJAMIpHO (Ciimna Bipa).
SK1110 NOSICHEHHS BIJICYTHE, JIIKAp MOKE HE JOBIPSITH MOMY B3araii, IrHOPYIOUM TOUHHMA

J1arHOCTUYHUHN MPOTHO3 (HaAMIpHA 00EPEKHICTh) (AUB. puc. 2.3).

Rule-based .
Linear regression .
Decision tree .

K-nearest neighbors .

Interpretability
<
3
&

Support Vector Machines .

XGBoost .

Deep neural networks .

v

Accuracy
_ Accuracy interpretability
. Basic model improvement improvement
directions directions

Pucynox 2.3 — Cxematuune Bijoopaskenns [lapamokcy npoayKTUBHOCTI—

IHTEpPIPETOBAHOCTI

Takum uuHoM, ¢yHKIis XAl monsrae y 3a0e3nedeHHi HE TPOCTO MPO30POCTi, a
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HAJIAHOT MPO30POCTi, KA KOPEKTHO 1H(POpPMYye KIIHIIUCTA MPO CHIbHI Ta cladKi

CTOPOHHM PILIEHHS MOJEJII.
2.4 EBosonist apxiTeKTyp r’im00KOro HaB4YaHHA

PO3BUTOK KOMM'FOTEPHOTO 30py MOKHA YITKO MPOCTEKHUTH YEPE3 EBOJIIOLIIO
apxitektyp CNN, nouunaroun 3 mozeni LeNet-5. Bona Oyna pospobiena SHom
JlekynoMm y 1998 pori cremiaJibHO JIsi PO3Mi3HABAHHS PYKONMUCHUX Iudp y Habopi
nanux MNIST. ApxitekTypa ckiajganacss 3 JABOX 3FOPTKOBHX IIapiB, JBOX IIapiB
MyJIHTY JUISE 3MEHIIEHHS PO3MIPHOCTI Ta JBOX IMOBHO3B'S3HUX MIapiB. ['00BHOIO
IHHOBAIII€I0 CTajJO TEpIIe 3aCTOCYBAHHS 3TOPTKH Ta MYNIHTY 3aU1sd 3a0e3medcHHS
1HBapiaHTHOCTI 110 3CYBY 300pa’keHHs, MPOTE€ BUKOPUCTAHHS (YHKIIA aKTUBaIlli Ha
KIITAJIT CUTMOiIi a00 tanh mpu3BOaMIIO0 10 TPOOJIeMH 3aTyXaHHs I'paJieHTa B TITMOOKUX
Mepexax.

HoBy epy Deep Learning 3amouatkyBana wmepexka AlexNet, ska crana
nepeMoxiieM KoHkypey ImageNet y 2012 pomi. g Mogens micTuiIa 'aTh 3ropTKOBHX 1
TPU TOBHO3B'SA3HUX IIApW, a 3arajbHa KUIBKICTh HapameTpiB csraia 60 MiuIbHOHIB.
Cepen kITI0OYOBUX 1HHOBAIlIA BapTO BUJIIUTH BUKOpUCTaHHA QyHKIT akTuBaiii ReLU
i eQeKTUBHOI OOPOTHOM 13 3aTyXaHHIM TPaJi€HTa, BIPOBAKEHHS MeToay Dropout
IUTA peryispu3allii Ta peaizalliio HaBYaHHS Ha JBOX IpadiuyHUX MPOILIECcopax.

VY 2014 poui gocnigauku 3 Visual Geometry Group B Oxcdopai npeacTaBuiu
apxitektypy VGG, sika Ga3zyBamacs Ha i7iei BUKOpUCTaHHS (QUIBTPIB PO3MIPOM IHUIIE
3x3. [locnimoBHICTh ABOX TakuX (PUIBTPIB 3a0e3meuye Te€ came pelenTUBHE MoJje, 1o i
onuH QuIbTp 5x5, ame mWpu IBOMY MOJIeThb Ma€ MEHIIE MapaMeTpiB 1 Oulblie
HemiHiIMHOCTI. [le 103BOMMIO CTBOPUTH JyKe MPOCTI Ta oHOPiaHI cTpyKkTypu VGG—16
ta VGG—19 3 BIANOBIIHOIO KUJIBKICTIO IIIAPiB.

CrpaBxHb0I0 peBonoriero Big Microsoft Research y 2015 pomi crama mosiBa
ResNet, ska BupimryBajga npooOiemMy CKJIaTHOCTI ONTHUMI3alii Ta Jerpajaiii TOYHOCTI
npu 30iTblIeHH] rMOMHU Mepexi moHan 20 mapiB. PimeHHs momnsralio y BBEIEHHI

3aTUIIKOBUX OJIOKIB 31 3B'si3kamu skip connections, siKi OMUCYIOThCS pIBHSIHHIM Y = F(X)
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+ x. Takuil miaxig 103BOJUB MEPEXl BUBYATH PIZHUIIO MIXK BXOJOM 1 BUXOJOM, IO
YMOXJIMBHJIO TpPEHYBaHHS HaAMMMOOKUX Mepex 31 152 mapamm i Oimbme. Came
BapianT ResNet-18 Oyno o6pano st 1mi€i poOOTH SK ONTUMaIbHUN OallaHC MIXK
TOYHICTIO Ta MBUAKICTIO 0OPOOKH.

CydacHuil eTarn po3BUTKY xapakTepusyerbes nosisoro Vision Transformers (ViT)
y 2020 poiri, 1mo O3HAMEHYBaJIO BIAMOBY BiJ TPaIUIIHHUX 3rOPTOK HAa KOPHUCTH
MexaHi3My yBaru Self—Attention, 3amo3udeHoro 3i cepu 0OpoOKu MPUPOTHOT MOBU. Y
IbOMY METOJ1 300pa)KeHHS PO30MBAETHCS HA OKpPEMI MaTdi, sIKi MOJAIOTHhCS Ha BXiJI
TpaHcpopMmepa, IO JO3BOJSE Kpalle 3axOIUIIOBaTH TJ00albHI 3aJIeKHOCTI Ha
300pakeHHl. OmHaK Taki MoJeiai MOTPeOYIOTh BEIMYE3HUX OOCSTIB MaHUX IS
HaBYaHHS, Yepe3 1[0 Ha BITHOCHO MAJIMX MEIUYHMX JaTaceTax BOHM YacTO MPOrparoTh

ki1acudHuM CNN, takum sk ResNet.
2.5 TeopeTn4Hi MeTPpUKH OLIHKHU AKOCTI XAl

Sk o1iHUTH, YU TapHE MOsSCHEeHHs Jana cuctema? IcHye TakcoHoMist MeTpuk XAl

1. Bipuicts (Faithfulness / Fidelity). Mipa Toro, HacKiibku MOSICHEHHS TOYHO
B1J100pakae poOOTYy MOJEIII.

2. Meron mepesipku (Pixel Flipping). fAxmo Grad—-CAM kaxke, mo meBHa
00JaCTh BaXKJIMBA, TO ii BUAaNeHHs (3a(papOOBYBaHHS YOPHHUM) MIOBHHHO PI3KO 3HU3UTHU
BIIEBHEHICTh MOJIEJII y KJaci. SIKII0 BIEBHEHICTh HE IaJla€ — MOSCHEHHS HEBIPHE.

3. MonortonHicts (Monotonicity). Ilpu mnocmigoBHOMY [A0JaBaHHI O3HAaK Y
MopsiIKy iX BaxkyiuBocTi (3a Bepcieto SHAP), TouHicTh Mojieni MOBUHHA MOHOTOHHO
3pocTaTu.

4. Criiikicts (Robustness / Stability). Cxoxi BXigHI JaHI TOBHHHI MaTH CXOXi
nosicieHHs. Maui 3MiHM B 300pakeHH] (1IyM), SIK1 HE 3MIHIOIOTh MPOTHO3, HE TTOBUHHI
KapJIWHAIBHO 3MIHIOBAaTH TEIUIOBY KapTy. Lle KpuTHYIHO /ISl 3aXKCTY BiJl aBEpPCapHHUX
aTak Ha MOSICHEHHS.

5. 3posymimicte (Intelligibility). Cy0'extuBHa MeTpuka. Um Moke JroauHA

3pO3yMITH TOSICHEHHA 3a oOMexeHuid dac? J[s 1bOoro mpoBOISATHCS €KCIEPHUMEHTH 3
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moaeMu (Human—in—the—loop evaluation).

2.6 Merpuku aias KijgbKicHOI ouinku sikocti mosicHeHb XAl (Fidelity,

Robustness, Simplicity)

Jlnsa 3a0e3neueHHs HaliiHOT MPO30POCTi Ta yCHIMHOT KiIiHIYHOT Bamigamii XAl—-
METO/11B HE0OX1JJTHO BUKOPUCTOBYBATH KUIbKICHI METPUKH.
Kirouosi

METPUKH KUIBKICHOT OIIIHKKM TmoscHeHb XAl 18  KIiHIYHOTO

3aCTOCYBaHHS HaBEJEHO B Ta0. 2.2.

Tabnuis 2.2 — MeTpukH 11 KIJIbKICHOT OLIIHKH SIKOCTI MOsCHEHb XAl

Metpuxa Buznauyenns 3nauenns pias XAl-cucremnu
Fidelity O1iHI0€, HACKUIBKH TOYHO Bucoka BipHICTb € KIIFOUOBOIO JISI
(BipnicTb) MOSICHEHHSI PETUIIKY€E MOBEIIHKY YHUKHEHHS 1110311 po3yMiHHS
OpHUTIHAJIBHOT CKJIaJHOI MOJCIII. (Explainability Trap). LIME ta SHAP
NParHyTh JOCATTH BUCOKOI BipPHOCTI.
Robustness Buwmiproe cTabibHICTB 1 Kputnuno BakivBa Jj1s KIIIHIYHOT
(HapiiinicTp) MIOCITITOBHICTD MOSICHEHB ITi]T 4ac 0e3MeKH, OCKUTBKY MOSICHEHHS HE Ma€e
Bapiailiit a0o 30ypeHb BXiTHUX CYTT€BO 3MIHIOBATUCA Yepe3 He3HAYHUI
TaHUX. IIyM y MEJMYHUX JTaHUX.
Localization Bu3Hnadae 31aTHICTD TOSICHCHHS KutreBo Heobxigna s Grad—CAM Ta
(Jloxkanizauin) TOYHO BUIUIATH PEIICBAaHTHI aHaIi3y MEANYHUX 300pakeHb, ¢
MIPOCTOPOBI perioHn ab0 03HAKH, KJIIHIYHA Bi3yajbHa
110 BIUIMHYJIM HA PILICHHS. iHTepIpeTadenbHICTh € 000B'SI3KOBOIO.
Simplicity OniHIo€ JIaKOHIYHICTH Ta [Mokpamye UX (User Experience) Ta
(ITpocroTa) 3pO3YMUIICTh MOSICHEHHS CHpUsi€ MBUALIOMY IPUHHATTIO PillIeHb
(HampwuKIaa, 3a KIIbKICTIO KJIIHIIIUCTOM.
BUKOPUCTAHHUX O3HAK a00 MpaBmiI).

HeoOxigHicTh BUKOPHUCTAHHS ITUX METPHUK JUIS KIJIBKICHOI OIIHKKH XAI-MeTo/IiB,
takux sk SHAP, LIME Ta Integrated Gradients, miaTBEpIKy€EThCS TOCIIHKEHHSIMH,
30KpeMa y JIarHOCTHUIll paky IIKIpH, J€ OLIHKA BIPHOCTI Ta HAJIMHOCTI € TOJIOBHUM
BHECKOM Yy PpO3pOOKY HaIIMHMX M1arHOCTMYHMX 1HCTpYMEHTIB. Moaynas Bamigarii
cuctemu XAl Orchestrator moBWHEH MOCTIHHO BHUKOPUCTOBYBATH IIi METPUKH IS

3a0e31eyeHHs IKOCTI BUXIIHUX ITOSICHEHD.
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2.7 BuxkopucraHuili iHCTpyMeHTapid s peadizamii Ta Bisyamizamii XAl-

nosicienb (Python—0i0/ioTexn)

Python € nominyrodoro moBorw y chepi ML ta XAl 3aBasiku mupokoMy HaboOpy
crerjaiizoBaHux 010/110TEK.

OCHOBHMMH 1HCTpYMEHTAMH IS TeHepallii mosicHeHb € 0i0mioreku SHAP Ta
LIME, sxi € ocHOBHUMU AJi1 poOOTH 3 Tabnuunumu KiaiHiYHUMEU AaHumu (EHR). Jlns
BI3yaJIbHOTO aHaJi3y MEIWYHUX 300pakKeHb BHKOPHUCTOBYETHCS (periMBopk Captum
abo cmemiamizoBani 010moreku, Sk—oT PyTorch—Grad—CAM, ski 103BOJISIOTH
reHEpyBaTH TEIUIOBI KapTH, 110 BUAUISAIOTH KIIFOUOB1 A1arHOCTUYHI JUISHKH. Takox aiis
MiATOTOBKY TaHUX HeoOximnHi scikit—learn, pandas Ta numpy.

Hust 3B'si3ky Mk JliarHocTuyHUM  SlnpoM Ta KIIHIYHUM 1HTepdeiicom
BUKOPHUCTOBYEThCS cepBepHa yacTuHa Ha ocHOBI Python Flask a6o FastAPI. Lleit API
00poOJIsie 3aUTH Ha JIarHOCTUKY, akTUBYe Moayins XAl Ta moBepTae mosicHEHHS.

['enepamnist mosicHeHb  (Hampukian, Bizyam3aiis SHAP-—3Hauens, 1110
BiJI0OpaXar0Th BHECOK KOXXHOTO KIIIHIYHOTO MOKa3HMUKa, a0o0 TerioBi kaptu Grad—CAM)
3MIMCHIOETBCS 3a Jomomoror 0i0mioTrek matplotlib. ®diHambHa iHTErpamis MUX
Bigyamizaniid B iHtepdeiic «KopuctyBau—y—KoHTypi» moBuHHa OyTH peali3oBaHa 3a
nonoMoror JavaScript, HTML ta CSS g cTBOpeHHS AMHAMIYHOIO, 3pY4YHOrO Ta
KIIHIYHO peneBaHTHOro cepenoBuia. Cepenosuie po3pooku VS Code 3abesmeuye
edeKTUBHY IHTETPAIlil0 KIIEHTCHKOI Ta CEPBEPHOT YaCTHH, CIIPOLIYIOUN HAJIArO[KCHHS
MYJIBTUMOJIAJIbHOT CUCTEMH.

Lle#i i1HCTpyMEHTapiii JO3BOJISIE peali3yBaTH TMOBHUM LMK PO3POOKH: Bij

00pOoOKM MyJTbTUMOJANPHUX JaHUX Ta 3aCTOCyBaHHS TiOpumHux XAl-metomiB 1o

BucHoBkHM 10 po3aiiy 2

Y napyromy po3aiii Oynao po3poOSIEHO KOHIENTYyaJlbHY MOJIEIb CHCTEMH
iHTepIpeTamii Ta JAeTalbHO OOTPYHTOBAHO BHOIp 11 KIIOYOBUX KOMIIOHEHTIB 1

MeTonoJiorid XAl.
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OOrpyHTOBAaHO HEOOXIJHICTH MOJYJIBHOI apXITEeKTypU CHUCTEMH, IO BIAMOBIIA€
koueniii XAl Orchestrator. Ll cTpykTypa cCKIagaeTbcs 3 M'ATH  KIIOYOBHX,
HE3JIeKHUX MOJYJIB: MOynb yNpaBiiHHS JaHUMHU (IJIs MYJIBTUMOJAIBHOTO 3JIUTTS
nannx), Moxyns JiarHoctuunoro Snpa, Moayns XAl (Explanation Engine), Moxynb
Baminanii Ta Iarepdeiic «KopucryBau—y—Koutypi». Ileit MomynpHuN miaxin
3a0e3mnedye MaciITabOBaHICTh, THYUYKICTh Ta IHTErpallil0 MEXaHI3MIB 3BOPOTHOTO
3B'A3KY.

Ha ocHOB1 mOpiBHSIBHOTO aHaNi3y 00paHO TOPUAHMM MiAX1, 110 TOKPUBAE Pi3HI
THTIA METUYHUX JTaHUX:

SHAP ta LIME — a1 nosiCHEHHSI pillIeHb HAa OCHOB1 CTPYKTYPOBaHUX KIIIHIYHHUX
nannx ta EHR. 3okpema, SHAP oOpanuii 3a HOro TeopeTHYHy OOIPYHTOBAHICTH
(Shapley values) Ta 3maTHiCTh HaJaBaTH SIK JIOKaIbHY, TakK 1 TJI00aIbHY
IHTEpIpETALIO.

Grad-CAM — gk He3aMIHHMNA aTpUOYIIHHUNA METOJ NIl MEAMYHOI Bizyai3allii,
10 TeHEpY€E TEIIOoBl KapTu (saliency maps) s Jiokami3ailii J1arHOCTUYHO BaXKJIUBUX
pErioHIB Ha 3HIMKaX.

KamiOpyBanHss 1oBipy Ta MeTpuku gkocTi: Bupimenns Ilapagokcy
MPOAYKTUBHOCTI—IHTEPIIPETOBAHOCTI BUMarae, mod XAl-cuctema Oyna iHCTpyMEHTOM
kaniopyBanHs noBipu. s ynukuenHs [lactku moschHioBanocti (Explainability Trap),
JIe TIOSICHEHHSI CTBOPIOE 1IIO31K0 PO3YMIHHS , KPUTUYHO BAXKJIMBHM € KIJIbKICHA OLIIHKA
nosicieHb. OOrpyHTOBaHO BUKOpUCTaHHA MeTpuk Fidelity (BipHICTh TOSICHEHHS
BHYTPIIIHIH joriii Mojeni) Ta Robustness (CTIHKICTh 10 30ypeHb JaHUX) SK KIFOYOBHUX
KputepiiB 111 Moyna Bamigamii.

[HcTpyMeHTansHui cTek: Bu3HaueHO KIIIOUOBI TEXHOJIOTIYHI IHCTPYMEHTH IS
peamizamii: Python sk ocHoBHa moBa, 06i6mioreku SHAP, LIME, Captum/PyTorch—
Grad—CAM nns reneparttii nosicienb, a Takox Flask/FastAPI nnst ctBopennst APl Ta

iHTerparmii 3 kaiHigHO peneBanTHUM HTML/CSS/JS inTepdeticom Bizyamizaii.
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3 IPOI'PAMHA PEAJIIBALISA CACTEMU IHTEPIIPETALIL MEJUYHUX
JIATHOCTUYHUX MOJEJIENA

3.1 O0rpyHTyBaHHs BUOOPY 3aC00iB PO3POOKH Ta TEXHOJOTIYHOIO CTEKY

VYcnimna peanizaiisi CHCTEMH 1HTEPIPETalii MEIUYHUX JIarHOCTUYHUX MOJENEH
(XAI) xpuTHYHO 3aJieKUTh BiJ MPABUILHOTO BUOOPY I1HCTpyMmMeHTapito. OOpaHuit
TEXHOJIOTIYHUM CTEK TOBMHEH HE JuIle 3a0e3ledyBaTd BHUCOKY MPOAYKTHUBHICTD
o0uunciIeHb, HEOOXITHY I anropuTMiB rrOokoro HaB4daHHS (Deep Learning), ane i
HaJ[aBaTU THYYKI 3aC00M Bi3yauli3allii JJig KiHIIEBOTO KOPUCTyBaya — JIiKapsi—IiarHocTa.

(muB. Tabm. 3.1).

Tabmuug 3.1 — TexXHONOrTYHUI CTEK TPOEKTY

BidaioTexa Bepcis IIpu3HayeHHs
Python 3.12 OcHOBHa MOBa ITPOTPaMyBaHHS
|59 Peamizamiss kmacuuaunx ML anroputmis
Scikit-learn o (LR, RF) Ta npenponecunry
@peiiMBOpK  MHOOKOr0 HABYaHHS A
PyTorch 2.5.1
pobotu 3 300pakeHHs MU (ResNet)
bibmioTexka mys iHTEepmpeTamii Mojeneu
SHAP 0.46.0
(Game Theory approach)
biGmoreka na JOKanbHOI ampoKcHUMaIii
MOSICHEHD
CrBopeHHs IHTEPaKTUBHOTO BEO—
Streamlit 1.40.1 . .
iaTepdeiicy (Dashboard)
OOpoOka  300pakeHb Ta  TeHepalis
OpenCV 4.10.0
TEIJIOBUX KapT

BpaxoByroun MyJabTUMOJAIBHY TPHPOAY CHUCTEMHU (poOoTa SK 3 TaOIMYHUMH
JaHUMH TIAIIEHTIB, TakK 1 3 MEAUYHUMH 300paKeHHSAMHU), 0a30BOI0O MOBOIO

nporpamyBaHHs O0yno obpano Python. Lleit BuOip € Ge3anpTepHATUBHUM y Cy4acCHOMY
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Data Science cepefoBHilli 3 KIJTbKOX MPUYHUH.

1. Exocuctema: Python mae maiimmpmry miaTpuMky 6i0J10TeK I MAITUHHOTO
HaBUYaHHA Ta KOMITIOTEPHOTO 30DYy.

2. InTerpariisi: MOXJIMBICTH JIETKOTO TMOEAHAHHA MAaTEMAaTHYHUX OOYHUCIIECHb
(NumPy), o6po0ku nanux (Pandas) Ta BeO—iHTepdelicy B MeXax OJHOTO CEPeI0BUIIA
BUKOHAHHSI.

3. ChouibHOTa: HasBHICTh BEJIMKOI KUIBKOCTI TOTOBUX pealli3aliiii ajlropuTMiB
(SOTA—mopeneii), 1m0 A03BOJISE 30CEPEIUTHCS HA PO3POOIIi JIOTIKH MOSCHEHb, 4 HE Ha
HU3bKOPIBHEBOMY MPOrPAMYBaHHI.

Jis peamizauii cuctemu Oyno oOpaHo Streamlit. '0JOBHMM apryMeHTOM cTaia
koHreniis Rapid Prototyping. ¥ koHTeKcTI HaykoBOi poOOTH, JIe¢ OCHOBHHMI 4Yac Mae
BUTpaudaTucs Ha HamamTyBaHHa anroputmiB Grad—CAM ta SHAP, Butpauatu THxHI
Ha Bepctky HTML—cropinok y Flask € nHeedexkruBaum. Streamlit qo3Bosisie peanizyBatu
CKJIQJH1 BIJKETH (TMIOB3YHKH MPO30POCTi TEIUIOBUX KapT, BUOIp MO, 3aBaHTaKEHHS
daimiB) ogHMM pSAKOM Koay. MexaHi3M KelnryBaHHA st.cache resource KpPUTHYHO
BOKJIMBUN JJI1 pOOOTH 3 HEUPOHHUMH MeEpEKaMH, OCKUIBKH J03BOJISE 3aBAHTAKUTU
BaXKY Mojenb ResNet y mam'sTe nuiie OoauMH pa3 MpU CTapTi CEpBEpa, a HE MpuU
KO’KHOMY 3aIluTl KOPUCTYBaua, 110 3a0e3neyye MUTTEBY peaKiiito iHTepdeiicy.

Xoua Flask nHamae Oumbmuit koHTposb Haj apxitektyporo API, Streamlit
no3Bossie peanizyBatu KoHmemnmiro "Rapid Prototyping". 3aBmsku aekiapaTUBHOMY
CTHJIIO OTHCY 1HTepdeicy, yac po3poOKU CKOpouyeThes B 3—4 pasu.

Jlns peamizarii OCKEHI—JOTIKM CHCTeMH (HABYaHHS MOJCIICH, IPEIpPOICCUHT,
reHepalris mosiCHEHb) Oysi0 oOpaHo HAcTymHHMIA Habip Oi0mioTek. BaxkiamBo 3a3HaunTH,
10 BHOIp KOXKHOI 3 HUX 00YMOBJICHUH crieli(ikoro MEIUYHUX JaHUX Ta BUMOTAMH 0
MmetoniB XAl

OmHuM 13 KIIOYOBUX 3aBJaHb POOOTH OyJI0 CTBOPEHHS IHTEPAKTHUBHOTO BEO—
nonatky ("Dashboard"), sixuit mo3Bossie mikapro 3aBaHTa)XyBaTH JIaHI Ta OTPUMYBaTH
BI3yaJli3alli0 1arHO3y pa3oM 13 NosiCHEHHAM. {151 BUOOpY ONTUMaNbHOTO 1HCTPYMEHTY

OyJ0 TPOBEACHO TMOPIBHSUIBHMM  aHaii3 TpbOX  HalmomynspHimux  Python—
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¢bpeitmBopkiB: Streamlit, Dash (Plotly) Ta Flask (auB. Ta6mn. 3.2).

33

Tabmuis 3.2 — [MopiBHSUIBHMIA aHATI3 TPHOX HAWTOMYJSIPHIIINX (HPEHMBOPKIB

Kpurepiii Streamlit Dash (Plotly) Flask / Django
NOPiBHAHHS
JlexnapatuBHUI Knacuanuii Be6—
ITepeTBOproe ckpuntu | . . o
X1, (bpeiMBOPK.
OcHoBHA 00pOoOKM TaHUX Ha : . -
. . OpIEHTOBAaHUM Ha [ToBHUIT KOHTPOJTH
dinocodis BeO—101aTKU : : : :
CKJIQJHI aHATITHYHI | HAJ apXITEKTYPOIO
aBTOMATUYHO.
JAmOopIu. MVO).
Hwusbka. [lot
Hyxe Cepenns. Bumarae 3 OTpeOye
. : HaITMCaHHS
HIBuaKIiCTH BUcoKa. [IporoTun PO3yMIHHS P
. - mabnoHiB (Jinja2),
po3poOku (Time— | MOXHa CTBOpPUTH 3a callback—¢dyHkiiit :
ctuwiiB (CSS) Ta
to—Market) roguHu. He Bumarae | ta cTpykrypu . e
: KJIIEHTCHKOT JIOT1KU
sHanHsgs HTML/CSS. | komnonenTiB Dash. (JS)
Bucoxa. 3aexxuTh Bij
Bucoka, ane
Buxopuctosye pPO3pOOHHUKA.
cuHxpoHHa. [Ipu . .
™ React.js mig [ToTpebye pyunoi
. KO>KHI1¥ B3a€MO/Iii o
InTepakTUBHICTD CKDUIIT KaIloToM, peam3anii AJAX—
P MiATPUMYE CKIIAIHI | 3amUTIB 2060
Mepe3ayCcKaeTbCs
3BepXy BHH3 (rerun) state—-management BUKOPHUCTAaHHSI
" | cuieHapii. React/Vue.
Hynbogi. Bech Minimanehi. [Totpi6 | Bucoki. HeoOxiani
Bumoru no iHTEpdeiic HO PO3YyMITH rIIMOOK1 3HAHHS
3HaHb Frontend | onucyerbcs ynucTum ctpykrypy DOM—- | HTML, CSS,
Python—komom. JepeBa. JavaScript.
HartusHna. Jlerko HoOpa, ane

InTerpaumis 3

KeIllye BaXKlI MO
(@st.cache resource),

nepeaada BeTMKUX
00'eKTIB (TEH30PIB)

Bumarae ctBopeHHs
REST API ta

ML/DL MIATPUMYE MIDXK KoJ0ekaMu OKpPEMOI1 JIOTIKH JJIs
PyTorch/TensorFlow | moxe Oytu CEPBIHT'Y MOJEIIEH.
"3 KOpOOKH". CKJIQIHOIO.
[TinxoauTk, ane mae | HeparioHasbHoO.
Mpaparnicrs OntumainbHo. J[o3BOJ HaﬂMipgy 3aTpatu yacy Ha Ul
A — sI€ 30CEPEIUTHCS Ha CKJIa/THICTD JIs HE BUIPABIOBYIOTh
poGoTH aJIrOpUTMax XAIJ a 3a/1a4i pe3ynbTat s
HE Ha BEPCTIll CallTy. | IEMOHCTpaIlii IBOX | MaricTepchKoi
MOJICTICH. poOOTH.

PyTorch Oyno oOpaHo sik OcCHOBHUH (pedMBOpPK miii poOOTH 3 TIHMOOKUM

HaBuaHHsM (Deep Learning) Ta anamizy meananux 300paxens (Chest X—Ray).
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['onoBHoto mepeBaroto PyTorch y koHTekcTi gaHOi pPoOOTH € JMHAMIYHHMA
obuncmroBansHuii rpad (Dynamic Computation Graph) ta "Pythonic" cTrib BUKOHaAHHS
(Eager Execution). [le mae BupimanbHe 3HaueHHs 1151 peanizaiii meroay Grad—CAM.

Anroputm Grad—CAM Bumarae AOCTyImy 10 TPaJi€HTIB, MIO MPOTIKAIOTH Yepe3
3rOPTKOB1 IIapu IIiJI 4Yac 3BOpOTHOro rmnomupeHHs moMmmiku (Backpropagation). V
PyTorch 1e peanizyerscst uepe3 mexanism "xykiB" (hooks) — register forward hook Ta
register backward hook. Ile#i wmexani3M € OiUIBII MPO30PHM Ta JICTHIAM IS
HaJIarOJDKCHHS, HDK aHajoriyHi maxoau y TensorFlow (me dwacTto m0BOIUTHCS
BukopuctoByBaTu GradientTape 31 CK1aIHOIO JIOTIKOIO).

bibmioTeka torchvision Hamgae mOCTym 10 TIONMEPEIHHLO HABUYCHUX MOJCICH
(3oxpema ResNetl8), mo mo3Bonuino Bukopucrtatu miaxin Transfer Learning, cyTTeBO
CKOPOTHUBILIM Yac HaBYaHHS Ha OOMEKEHOMY J1aTaceTl PEHTT€HIBChKUX 3HIMKIB.

Scikit-learn BUKOPUCTOBYEThCS SIK CTaHAAPT "30JI0TOr0 MEpPEeTUHY" 1yisi poOOTH 3
KJIACHYHUMU aJITOPUTMaMHU MAllIMHHOTO HABYAHHS Ha TAOJUYHUX JAHUX.

Jlns 3abe3meueHHs] BiATBOPIOBAHOCTI EKCIIEPUMEHTIB Ta KOPEKTHOI poOOTH
MeToaiB XAl KpUTHYHO BaXKJIMBO, 1100 AaH1 JUisi HAaBYaHHS Ta JaHl JJIS MOSICHEHHS
MPOXOJIWIA OJHAKOBY Tomepeanto oOpoOky. Scikit-learn mgo3Boiisie iHKamnCymrOBaTH
kpokun HopMmamizamii (StandardScaler) Tta wmomemoBanHs (LogisticRegression,
RandomForest) y enunnii 06'ext Pipeline.

biGmiorekn iHTeprpeTamii po3pobiieHi 3 MepHiodeproBoro miaTpumko API
Scikit-learn. 1le rapantye, mo wmetonu predict proba, $KI BUKJIUKAIOTHCS
eKCIUIeHHepaMu JJId TeHeparlii neprypoaiiiii, nparoBaTUMyTh KOPEKTHO Ta IIBUIKO.

bibmiotexa Scikit-learn, sika BUKOpucTaHa I MOOYIOBU MANTUIAHIB 0OpOOKH
Ta0MMYHUX JTaHMX. 30KpeMa, /I HopMalli3allii o3Hak 3actocoBaHo StandardScaler, 1o
MPUBOJANTH PO3MOJII KOXKHOI O3HAKHM JI0 HYJIBOBOTO CEPEIHBOTO Ta OJMHHYHOI
mucnepcii. 1le KpUTHYHO BaKIMBO I JIHIAHUX MOJENeH, TakuxX SK JIOTICTUYHA
perpecis, o0 Barm O3HaK OynM MOpPIBHAHHUMH. Peamizaiiro momepeaHnoi 0OpoOKu

naHuX (src/train._model.py) HaBeACHO HIKYE:

# Scale data (important for Logistic Regression)
scaler = StandardScaler()
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X train_scaled = scaler.fit_transform(X _train)
X test scaled = scaler.transform(X_test)

# Save scaler for later use in the dashboard
joblib.dump(scaler, 'models/scaler.pkl')

Xoua PyTorch Bukonye ocHOoBHY po0oTy 3 TeH30opamu, OpenCV € He3aMiHHUM
THCTPYMEHTOM IS TOCT—OOPOOKH Bi3yalbHUX MOSCHEHbD.

[Ticns Toro, sik amroput™ Grad—CAM renepye '"cupy" KapTy aKTHBAIlIi
(maTpuiro po3mipom 7x7 abo 14x14), ii HeoOXiTHO MEPETBOPUTH HA 3PO3YMITUHN IS
nikapsa popmat. OpenCV 3a6e3neuye:

— IHTepHOoJAIito: sKiCHe 30uIbleHHs (upscaling) TermioBoi KapTu A0 po3Mipy
OpPUTTHAJIBHOTO 3HIMKA (224x224) 6e3 mikceni3arii,

— maknamgaas  (Overlaying): 3actocyBanHs kojipaux cxem (Colormaps),
3okpema cv2.COLORMAP JET (mepexim BIJ CHHBOIO JO UYEPBOHOTO), Ta iX
3MINIYBaHHS 3 OPUTIHAJIBHUM YOPHO—OUIUM PEHTTE€HIBCHKUM 3HIMKOM 3 ypaxyBaHHSIM
anbda—kaHany (mposopocti). Lle m03Bosis€ MIACBITUTH MATOJIOTIIO, HE MEPEKPUBAIOYU
aHATOMIYHI CTPYKTYPH, 110 € KPUTUIHOIO BUMOTOIO JIJISi MEJIMYHOI Bi3yalti3allii.

Jlns moOyoBU aHcamOJieBUX Mojeliei Bukopuctano 610miorexky XGBoost, sika
peani3zye eQeKTUBHUI aJITOPUTM TPaIEHTHOTO OYCTUHTY HaJl A€pEBaMH PIllICHb.

Jlns poGOTH 3 MEIMYHIMH 300pakeHHAMH obpaHo (peiiMBopk PyTorch. Moro
nepesaroro Hax TensorFlow y manomy mpoekTi € quHamMidHHi 00YMCITIOBAILHUN Tpad,
0 3HAYHO CIIPOIIYE HAJAro/HKEHHs Ta J03BOJIAE JIETKO iHTerpyBaTu XyKku (hooks) mis
BUJTyYEHHS TPai€HTIB, HeoOXimHux s anroputmy Grad—CAM.

Jnist peanizaiiii MOJTyJIsl TOSICHEHb BUKOPUCTAHO CIEIiani3oBaHi 010110TeKH.

SHAP (SHapley Additive exPlanations): peainizye T€OpEeTUKO—ITPOBUHN MIAXII.
Jns  nmepeBomomionmx  Mmozenei  (Random  Forest, XGBoost) Bukopuctano
ontumizoBanuii TreeExplainer, saxuii oOuucmioe TouHi 3HadeHHs [lerni 3a
MOJIIHOMIAJIBHUMA 4Yac, BPaxoBYKOUM CTpyKTypy AepeB. SHAP oOpaHo uepe3 HasiBHICTb
ontumizoBaHoro TreeExplainer, axuii Hanucanuii Ha C++ 1 103BOJIsIE OOYMCIIOBATH
touni 3HadeHHs lemm mns ancamOneBux moxenedt (Random Forest, XGBoost) 3a
noJsiiHoMianbHUN 4yac. lle poOuTh MOXKIMBUM TEHEpAIio MOSICHEHb y PEeaTbHOMY Yaci

npsiMo y BeO—iHTepdeiici.
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LIME (Local Interpretable Model—-agnostic Explanations) BUKOpuCTOBY€ETbCS ISl
CTBOPEHHS JIOKAJTBHUX CYpPOTaTHUX MOJIENEH. AJTOPUTM TeHEpyE HOBI 3pa3KH HMUIIXOM
neprypOarlii BXIJHUX JAaHUX Ta HABYa€ NPOCTY JIHIAHY MOJeib, Baru sKoOi
IHTEPHPETYIOTHCS SIK BaXKJIUBICTh O3HAK.

[aTepdeiic KOpHUCTyBaua 3amicTh TpaaUIIIHUX BeO(periMBOpKIB
oOpano Streamlit. [{e no3Bonuio peanizyBaru koHuerniito "Data App", ne iHTepdeiic €
MPSIMOIO TPOEKITIEI0 CKPUNTIB 00poOKku naHuXx. Lle 3a0e3neuye peakTUBHICTh: TIPH 3MiH1
napameTpiB (Hampukiag, BUOOp! IHIIOTO MAalliEHTa) CUCTEMa MUTTEBO IIEPEPaAXOBYE
MPOTHO3H Ta MOSICHEHHS.

Takum unHOM, 00panuii TexHosoriuamii ctek (Python + Streamlit + PyTorch +
Scikit-learn + OpenCV) € 30alaHCOBaHUM pIIIEHHSM, K€ TMOEIHYE MIBUIKICTD
PO3pOOKHU MPOTOTHITY, OTY>KHICTh HAYKOBUX OOYHMCIIEHb Ta THYYKICTh Bi3yaui3arllii, 1o

MTOBHICTIO BIATIOBIJIa€ TOCTaBJICHUM 3aBJIaHHSIM MaricTepCchbKoi poOOTH.
3.2 ApxiTeKTypa NporpaMHoro 3ade3nev4eHHs Ta B3a€EMO/1isi KOMIIOHEHTIB

Cucrema cnpoekroBaHa y Burisigi XAl Orchestrator, skuii xepye moTokamu
JAaHUX PI3HUX MOJAIILHOCTEH, a i1 apXiTeKTypa o0y 10BaHa 3a MOAYJIbHUM MPUHIIUIIOM
1 CKJIAIa€ThCA 3 YOTUPHOX JIOTIYHUX PIBHIB. llepiinM KOMIIOHEHTOM € MOAYJb JTaHHUX
a6o Data Layer, sikuii BiAMOBIa€ 3a 3aBaHTAKCHHSI, OYUINEHHS Ta MOTMEPEIHIO 00POOKY
BXiJIHOi 1H(opMmariii. J[s TaOIUYHUX MaHMX 1M eTam BKJIOYae HOpMai3aIiio 3a
noromororo StandardScaler Ta xomyBaHHS KaTeropialbHUX O3HAK, TOAI K 0OpoOka
300pakeHb mependavae iX pecail3iHr A0 pos3Mipy 224x224 mikceniB 1 HOpMali3alliio
TEH30pIB JIJIs1 CyMiCHOCTI 3 Mepesketo ResNet (nuB. puc. 3.1).

HactymauMm piBHEM BHUCTymae MOAyiab mojeneit abo Model Layer, mo MicTHTH
HAaBUCHI QJTOPUTMHU [JIi BUPIMIEHHS CHCUU(PIYHUX MEAUYHUX 3aBAaHb. Jlis
TIarHOCTHKU paKy TpyAeld cHucTeMa BUKOPHUCTOBYE KIACHUYHI METOAM MAIIUHHOTO
HaBuaHHA, Taki sk Logistic Regression, Random Forest Ta XGBoost. Hatomicts mis
JIarHOCTUKM TMHEBMOHII 3aCTOCOBY€ThCS TIMOOKa HelpoHHa Mepexka ResNetl8 13

BUKOpUCTaHHAM TexHousorli Transfer Learning.
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KitouoBy posb B iHTEpIpeTallii OTpUMaHUX MPOTHO31B BIIITpae MOJIYJb
nosicien XAI Engine. Moro ¢yHkuionan oxommoe renepauito 3Hadens SHAP 3a
nornomororo TreeExplainer Ta LinearExplainer, a TakoX CTBOpPEHHS JIOKAJIbHHUX
nosicienp depe3 LIME. Jlng poGoTu 31 3ropTKOBUMH MEpE)aMH IMIJIEMEHTOBAHO
anmroputm Grad—CAM, skuii 3a0e3neuye Bi3yali3aililo 30H 1HTEpPECY Ha MEAMYHHUX
3HIMKaXx.

3aBepirye apxiTekTypy iHTepdeiic kopuctyBaua abo Dashboard, romoBnOIO
METOIO SIKOTO € 3a0€3IMeUeHHS 3PYYHOI B3aEMOII1 JiiKaps 13 cucteMoro. L{eif KOMIMOHEeHT
JI03BOJISIE MEIMYHOMY CTICI[ATICTy OOMpaTH HEOOXITHOTO TMAaIliEHTa YU KOHKPETHUU
3HIMOK Ta NEperiisigaTé Bi3yalli30BaHl pe3yJibTaTh poOOTH aIrOpPUTMIB y 3pO3yMIIOMY

dbopwmari (nuB. puc. 3.2).

Streamijt Dashboard (Fronte

33EAHTANEHHA A5HHX

XAl Orchestrator (Backend)

.
miodality Router

Talmersd gaw (C5V) SoOpakeHkA (1-Ray)

Tabudar F| _ Image Fipeling (Preumormia)

DL Model: ResHet18

L]

image XAz Grad-CAM

IiA NOACHE D

HTEDHEHC KOpMCTYESYE

Pucynox 3.1 — J/liarpama KOMIOHEHTIB CUCTEMU
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USER INTERFACE
LAYER
(Blue)

EXPLAINABILITY
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(Green)

MODEL
LAYER
(Orange)

DATA
PROCESSING
LAYER
(Purple)

DATA
SOURCES
LAYER

(Gray)

Tabuiar D:agnosm

resuits are displ

Sempi prediction

Streamlit Web UI

| I
; IIII ;
. M
UME

Image Diagnosis
inability resubls

e displayed alongside the prediction:

Predicted diagnasis

; Logistic Regression

, Random Forest

XGBoost

[ StandardScaler ]

Breast Cancer
Wisconsin Dataset
(569 records)

________________ t

E

Image Transforms
(Resize, Normalize)

e | Chest X-Ray Dataset
Q (5863 images)

Pucynox 3.2 — ApxiTektypa po3po0ieHoi cCUCTeMHU

Monynes nmanux (Data Layer) BimmoBimae 3a yHi(ikarito BXigHUX maHUX. Jlis

tabmmyanx ganux (Breast Cancer dataset) peani3oBaHO aBTOMaTHYHE BHUAAJICHHS

texHiyHUX ctoBmiiB (ID) Ta komyBaHHs 111bOBOI 3MiHHOI. [ 300paxkens (Chest X—

Ray) ctBopeno kimac Imagel.oader, sikuii BUKOHY€E TOTIEPEAHI0 0OPOOKY: pecai3iHr 10

CTaHAapTHOTO po3Mipy 224x224 mikceniB (Bumora apxitektrypu ResNet) Ta

HopMaiizaito kaHaiaiB RGB 3 BukopucTtaHHsM cepeiHiX 3HAa4eHb Ta CTaHIAPTHUX

BiaxuieHb ImageNet.
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Tpancdhopmaris 306pakens 11t ResNet (src/image loader.py):

transform = transforms.Compose([
transforms.Resize((224, 224)),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225])

D

Cucrema miATpUMy€e MYJIbTUMOJAIBHICTh Ye€pe3 BUKOPUCTAHHS CIICIiali30BaHUX
MOJIEJIEN ISl KOKHOTO TUITY JTaHUX:

— TaOau9HI MOJENi: JIOTICTHYHA perpecis (sk 0a30Ba iHTEpIIpETOBaHA MOJIEHH),
Bunanxosutii nic Ta XGBoost (K BUCOKOTOYHI "4OpHI CKPUHBKH");

— MOJeJb KOMI'IOTEPHOIO 30py: 3ropTKoBa HeWpoHHa Mepexka ResNetlS.
Buxopucrano minxig Transfer Learning: monens, monepeIHb0 HaBYEHA HA MUIbHOHAX
300pakenb ImageNet, Oyina ToHaBYeHa Ha crielupiYHOMY JaTaceTl THEBMOHII.

OcTanHi¥ MOBHO3B'A3HUI MIap Mepexi Oylno 3aMiHEHO Ha HOBHM, 110 Ma€ JIUIIE
nBa Buxoau (NORMAL, PNEUMONIA).

Inimiamzanis Ta moaudikaiis ResNetl8 (src/train_image model.py):

# Initialize ResNet18 with pretrained weights

model = models.resnet18(pretrained=True)

# Fine—tune: Reset final fully connected layer for 2 classes

num_ftrs = model.fc.in_features

model.fc = nn.Linear(num_ftrs, 2) # Classes: NORMAL, PNEUMONIA

Pisens mosicuens (Explanation Layer) — 1ie siapo cuctemu, Ae peanizoBaHO JOTIKY
XAI. Monayns mictuth (hadbpuuni metoau (Factory Pattern) ajist cTBOpeHHS BIANOBITHUX
excrieiinepiB. Hanpukinan, dynkimis get shap explainer aBToMaTHYHO BU3HA4Ya€ THUI
nepenaHoi  moxenm Ta  iHimiamizye ab6o  LinearExplainer  (ans  perpecii),
a6o TreeExplainer (mns 6yctunry). lle npuxoBye ckIaaHICTh peaiizaliii Bii KIHIIEBOTO
KOpPHUCTYyBaya.

®abpuunuit meton 1t BUOopy SHAP Explainer (src/xai_utils.py):

def get shap explainer(model, X train):
model type = type(model). name

if model type in ['RandomForestClassifier', ' XGBClassifier']:
return shap.TreeExplainer(model)

elif model type == 'LogisticRegression":
return shap.LinearExplainer(model, X train)
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else:
# Fallback to KernelExplainer (model-agnostic)
return shap.KernelExplainer(model.predict proba, shap.kmeans(X train, 10))

PiBens npencraBnenns (Presentation Layer) peanizoBanuil y Mmoayii app.py. Bin
3a0e3nedye Bi3yami3allilo pe3ysbTaTiB Yy 3po3yMuUIioMy Ui Jiikaps dopmari:
HMOBIPHOCTI J1arHO31B BiIOOpakarOThCsl y BIJCOTKAaX, BAKJIIMBICTh O3HAK — y BUTIIAMIL
inTepakTuBHEX rpadikiB (Waterfall plots), a 30HM yBaru Ha 3HIMKax — K HaITiBIIPO30Pi
TEIJIOB1 KapTH.

ITpu poGoti 3 meanunumu ganumu (HIPAA, GDPR) kpuTuuHuUM € BUJAJICHHS
nepcoHanbHOi iHGopMmaiii (PII). ¥V wamiit cucreMi peanizoBaHo MexaHi3M "Ha JIbOTY"
(On—the—fly de—identification).

1. TabGnwuni gaHi: mpu 3aBaHTakeHHI CSV aBTOMATHYHO ITHOPYIOTHCS CTOBIIII],
o MOXyTh Mictutu ID marienTta, im's abo gaTy HapOMKEHHs, SIKIIO BOHU HE
BUKOPHUCTOBYIOTHCS SIK O3HAKH (BIK 3aJIUIIAETHCS, J1aTa HAPOHKEHHS — H1).

2. DICOM 3o0paxkeHHs: MeIu4HI 300paskeHHs 4acTo 30epiraroThest y opmari
DICOM, sxuii  MicTUTh MeTajgaHi (Term) 3  iMeHeM  marieHta. Ham
kmac ImagelLoader mpamoe 3 kouBeptoBanuMu JPEG/PNG 300paxeHHsMH, 1€
MeTaIaHl BK€ BUIAJICHI.

3. Amroput™: mnpu konBepramii DICOM —> Pixel Array mu Biakumgaemo
3aroJIoBOK (pailiry, 3aIUIIar09H JIUIIIE MATPHITFO IHTEHCUBHOCTI TIKCEITIB.

4. XeuryBaHHs: I BHYTPIIIHBOTO BIJICTEKEHHS CECli BUKOPUCTOBYETHCS XEI—
cyma 300paxenHs (SHA-256), a ne iM's ¢aiiny, M0 YHEMOKIIHUBIIOE BiJTHOBJICHHS

0coO0M mari€HTa 3a JIOraMHu CUCTEMHU.
3.3 Peasizanist aaropuTMiB iHTeprperamii

OCHOBHMM BUKIMKOM TpH peajizarii Oyio 3a0e3medeHHsT KOPEKTHOI poOoTH
JITOPUTMIB 3 PI3HUMU TUIIAMU JaHUX.
Jlnis 3a0e3meueHHs] THYYKOCTI Ta PO3IIMPIOBAHOCTI KOy BHKOPUCTAHO KIIACHYHI

natepHu npoektyBanHs (GoF).
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1. Tlarepn Strategy: BHKOpHUCTAHO JUIsi BUOOpY airoputMmy Kiacudikaiii.
Iatepdeiic ModelStrategy Busznauae wmetogu train() Tta predict(). Konkperni
kimacu LogisticRegressionStrategy, RandomForestStrategy peani3yroTh 1eit iHTepdeiic.
Ile mo3BoJIsiE 3MIHIOBAaTH MOJENb Y app.py OJHHM PSAIKOM KOy O€3 3MIHU JIOTIKA
iHTEpdEHcCy.

2. Tlarepn Factory Method: peamizoBano y ¢yukii get shap explainer().
Kiientcbkuit Koy He 3Hae, skuii came Explainer (Tree, Linear, Kernel) 6yne ctBopeno —
BiH MPOCTO 3anuTye "MmosicHoBay" 1715 iepeaanoi Mmojeni. ®adpuka iHKaICyIoe JIOTIKY
BuOoOpYy (if/else) BcepenuHi cebde.

3. Ilatepn Singleton: BuKOpHCTaHO uepe3 AexopaTop (@st.cache resource y
Streamlit. 3aBanTaxkenns mojeni ResNet (SOMB+) — nie "nopora" omeparris. Singleton
rapaHTye, 10 MOJCIb 3aBAaHTAKYETHCS B ITaM'sITh JIMIIIEC OJMH pa3 P CTapTi cepBepa, a
BCl cecii KOpUCTYBayiB BUKOPHUCTOBYIOTH 1€ e€quHui exk3eMiuisip. Lle kputuuHo mss
MPOJTyKTUBHOCTI BEO—/10/1aTKY .

OcklIbKM cUCTEMA MPALIO€ 3 TETEPOreHHUM HabopoM Mozelel (JliHIiHa perpecis,
aHcamOyi JiepeB), BUKOpPUCTaHHA eauHoro Tumny 'moscHioBaua" (Explainer) e
HEMOJIMBUM 3 TOYKH 30pYy OOYHCIIOBaNbHOI edeKTuBHOCTI. [l BUpIMICHHS ITi€l
npobiiemu Oyso peanizoBano nmarepH "®abpuunmii meton" (Factory Method).

Peamizaniss SHAP 06a3syerbcsi Ha aauTHBHIA BJIACTUBOCTI: MPOTHO3 MOJEII
PO3KJIaIa€ThCSl HAa CyMy BHECKIB KOXHOi o3Haku. Jlns ixTerpamii SHAP Oymno
po3po0ieHo yHiBepcanbHy (yHKIit0 get shap explainer, sika aBTOMaTHYHO BU3HAYa€
TAIl Mojem (nepeBomnojiioHa abo JmiHIMHA) Ta oOupae BIAMOBIIHUN EKCIEHHEp
(TreeExplainer a6o LinearExplainer) (muB. puc. 3.3). lle mo3Bomisie onTumizyBaTH

OOYUCIICHHS

def get_shap explainer(model, X train):
model type = type(model). name

if model type in ['RandomForestClassifier', 'XGBClassifier']:
# Bukopucranusa TreeExplainer s nepeBomnoiioHuX MOJIECH.
# Ile nmo3Boisse oOuMcIMTH TO4HI 3HadeHHs Illeruri 3a moJiHOMIAJBHHMM Yac
O(TLD"2).
return shap.TreeExplainer(model)
elif model type == 'LogisticRegression':
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# Jlns niHiiHUX Mozeneil BukopuctoByeThes LinearExplainer.

# Bin BpaxoBy€ aHANITUYHI BJACTUBOCTI JIIHIHHOT KOMOiHAIlIi O3HAK.

return shap.LinearExplainer(model, X train)

else:

# Fallback no KernelExplainer (model-agnostic meton).

# BukopuCcTOBYE anpoOKCUMAITiI0 Yepe3 3BAKCHY JIIHIHHY perpecito.

# shap.kmeans BUKOpPHCTOBYeTbCS MJii 3MEHIICHHS BHUOIPKM (OHOBUX JaHUX
(background data),

# 10 KPUTUYHO JUTSl IIBUAKOZIT.

return shap.KernelExplainer(model.predict proba, shap.kmeans(X train, 10))

def calculate shap values(explainer, X instance):

nmn

Calculates SHAP values for a single instance or a batch.

nmn

shap values = explainer.shap values(X instance)

# OOpoOKa pi3HUX THUIIIB 3HAYCHB, IO MMOBepTae O6idmioreka SHAP

if isinstance(shap_values, list):
# Jlnst 6inaproi knacudikanii SHAP gacTo moBeprae Ciucok 3 TBOX MacHBIB
# (nia knacy 0 ta kiacy 1). Hac niikaButs no3utuBHuil kinac (Malignant).
return shap values|[1]

return shap values

AJTOPUTMIYHUY OMKUC HABEICHO HUXKYE.

1. ®yskmis nepesipse im's knacy mojeni (type(model).  name ).

2. Sxmo BuseineHo RandomForestClassifier abo XGBClassifier, iHimiamizyeTbes
TreeExplainer. Lleli anropuTM BUKOPUCTOBYE CTPYKTYpPY AECPEB pIllleHb ISl TOYHOTO
0oOYHMCIICHHS BHECKY O3HAK, HE TIEpeOrparoyy BCi MOKIIMBI KOATIII1, III0 pOOUTH HOTO B
THCSY1 pa3iB MIBUAIIUM 3a Kinacuunuid meron lermi.

3. Hnsa LogisticRegression 3actocoByeThes LinearExplainer, sxuii po3paxoBye
BHECOK Ha OCHOBI KOe(DILIEHTIB perpecii Ta KoBapialli 03HaK.

4. Jlns Oynp—skux 1HIIMX Mojened BukopuctoByeThes KernelExplainer.
OcCKinpKkd 1Ied METOJ € OOYMCIIOBAIBHO Ba)XKUM, 3aCTOCOBYETHCS KiacTepu3ailis k—
means (shap.kmeans(X train, 10)), uo0 3Bectu TuCs4l (HOHOBUX MpUKIAIIB 10 10
penpe3eHTaTUBHUX IIEHTPOiMiB, 3HAYHO TMPHUCKOPIOIOYHM TEHEpaIlilo TOSICHCHb Y

peanbHOMYy 4Yaci (auB. puc. 3.4).
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& Intelligent Medical Diagnostic System (XAl)

Configuration This system uses Machine Learning to predict breast cancer diagnosis and Explainable Al (XAl) to interpret the results. Now includes Chest X-Ray Pneumonia Detection!
Select Model e =
Prediction Model Interpretation
XGBoost
LIME (Local) ~ Global Importance
Patient Data

Select Patient Index (from Test Set) Probability of Malignancy SHAP Explanation

0,
0.17% SHAP values show the co ch feature to the prediction.

concave points_mean
concavity_worst
compactness_se
concave points_worst
area_se
symmetry_worst
symmetry_se
smoothness_mean -0.36 .

compactness_mean . +0.32

21 other features

-2

-1
E[fiX)]

Pucynox 3.3 — Ilpuxnan Bizyamzanii SHAP Waterfall Plot

fix)

concave points_mean

concavity_worst

compactness_se
concave points_worst
area_se
symmetry_worst

symmetry_se

smoothness_mean —-0.36 .
compactness_mean . +0.32
21 other features
—6 -5 -4 =3 ~2 -1

E[fiX)]

Pucynox 3.4 — Ilpuxnan Bizyamzaiii SHAP Waterfall Plot

Meron LIME (Local Interpretable Model-agnostic Explanations) peasnizoBaHo
JUI CTBOPEHHS JIOKAJIbHUX CyporaTHuxX wmojeneid. lle no3Bonsie MOACHUTH, YOMY
MOJI€JIb NMPUNHSAJIA PILICHHS 111 KOHKPETHOTO Mall€HTa, MUIIXOM MEPEBIPKU CTIMKOCTI

MIPOTHO3Y /10 MAJIMX 3MiH Y BXIJTHUX JIaHUX (IUB. puc. 3.5).

‘ def get lime explainer(X train, feature names, class names=['Benign', 'Malignant']):
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nmn

Initializes a LIME Tabular Explainer.
nmnn
# CtBopeHHs 00'eKTa, 110 30epirae CTaTUCTUKY HAaBYAIbHOI BUOIPKU
# (cepenmHi 3HaYeHHS, TUCTIEpCii) A KOPEKTHOI TreHepariii neprypoariii.
explainer = lime.lime_tabular.LimeTabularExplainer(
training_data=np.array(X_train),
feature names=feature names,
class_names=class_names,
mode="classification'

)

return explainer

def explain_instance lime(explainer, instance, model predict proba):

nmn

Generates a LIME explanation for a single instance.
nmnn
# 3amyck mporiecy reHeparii mosiCHEeHHS:
# 1. 'enepanisa N BunaakoBux 30ypeHb HaBKOJIO instance.
# 2. OTpuMaHHs IPOTHO3iB "YOpHOi CKpUHBKH'" yepes predict fn.
# 3. HaByaHHS 3Ba)KEHO] JIIHIIHOT MOJIENI.
exp = explainer.explain_instance(
data_row=np.array(instance),
predict_fn=model predict proba
)

return exp

AJITOPUTMIYHUNA OTIUC HABEACHO HUXKYE.

1. Tmimiamizamis (LimeTabularExplainer): Ha nmboMy ertami cuctemMa JTUCKPETU3YE
OesrmepepBHI O3HAaKW (HAMpPWKIAA, po30uBae '"pamiyc TyxXiauHW' Ha KBapTWIIl), IO
HEOOXITHO JIJIsT KOPEKTHOI TeHepallii 30ypeHs.

2. CewmmmoBanHs (Sampling): ¢yskiis explain_instance reHepye HaOip
mTy4yHux JAaHux (Hanpukiaan, 5000 3pa3kiB) HaABKOJO TOYKHM 1HTEpecy Instance,
BUKOPUCTOBYIOYM HOPMAJIBLHUN PO3MOJILI 31 CTATUCTUYHUMU MapaMeTpaMH HaBYAIBbHOI
BUOIPKH.

3. Mapkysanns (Labeling): 3renepoBaHi 3pa3kul MOJAIOTHCS Ha BXiJ METOIY
predict proba ocHoBHOI Moxeni (Hanpukiaa, XGBoost), mo6 oTpumaT WMOBIPHOCTI
KJIaCIB.

4. 3BaxXyBaHHsSI Ta HAaBYAHHs: OOUMCIIOETHCS BIJICTAaHb (EKCIIOHEHIIIHHE SIIPO)
MDK OpUTIHQJIBHUM TAIlIEHTOM Ta 3reHEepOoBaHMMHU 3pa3kamu. HaBuaeTbcs mpocra

niniiHa Mmojnens (Lasso—perpecis), sika HaMaraerbCsi BIATBOPUTU MPOTHO3U CKIIATHO1
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MOJIelIi, aJjie JIMIIE B JOKAIbHOMY OKOJI JlaHoro maiieHta. KoedimieHTu i€l giHIAHOT
MOJIEJIl CTAIOTh MOSICHEHHSIM.

st LIME peanizoBano (yHKIIi1O, Sika BAKOHY€E HACTYITHI KPOKHU:

— reHepye N BUNaJAKOBUX 30ypeHb HABKOJIO OOPAHOrO MAaIli€HTA;

— OTPUMYE MPOTHO3M YOPHOI CKPUHBKH JIJIS ITUX 30ypEHb;

— 3Baxye 30ypeHHS 3a iX OJU3BKICTIO JO OpUTIHAIBHOTO MPUKIALY
(BUKOPUCTOBYIOUM €KCIIOHEHIIIIHE SAPO BIJICTaH1);

— HaBYa€ 3BaXKEHy JiHIMHY perpecito (Lasso), koediieHTH $KOi CTalTh

ITOJACHCHHM.

Local explanation for class Malignant

concavity_worst <= 0,10 -
compactness_se <= 0.01 -
concave points_mean <= 0.02
area_se <= 16.82

25.79 < texture_worst <= 30.04 -
smoothness_mean <= 0.09
concave points_worst <= 0.07
0.25 < symmetry_worst <= 0.28 A

681.20 < area_worst <= 1211.00 ]

concavity_mean <= 0.03 -

=0.15 -0.10 —-0.05 0.00 0.05 0.10

Pucynox 3.5 — Ilpuxnan Bizyamsanii LIME

HalickiaHIIOW YacTUHOIO CHUCTEMH € MOJIYJb I1HTEpHperanii 3ropTKOBUX
HeliponHux Mepex. PyTorch, na Biaminy Big TensorFlow, BUKOpUCTOBY€e nTUHAMIUYHUN
o0YHCIOBaIbHUHN Tpad, KU aBTOMAaTUYHO OYHUIILYE MPOMIKHI TPAIi€EHTH JJIsI EKOHOMIT
nam'siti. s peamizanii Grad—CAM neoOxigHO "mepexonutu” mi gaHi. Lle mocsraerses
BUKOPUCTAaHHAM MexaHi3My xyKiB (Hooks).

Knac GradCAM iHKancCymroe JIOTIKY peecTpallii XyKiB Ta BUKOHAHHS MPSIMOTO i
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3BOPOTHOTIO MPOXOIiB (IUB. pHC. 3.6).

[Iporec peanizaiiii HaBEIEHO HIKYE.

1. Peectparris xykiB (Hooks): mu "migkimodyaemocs" 10 mapy Helpomepexi, oo
nepexonuTy naHi mig gac mpoxony (Forward) Ta 3BOpOTHOTO MOMUPEHHS MTOMUJIKA
(Backward).

Peectparis xykiB y kiaci GradCAM (src/gradcam utils.py)

def init_ (self, model, target layer):
self.model = model
self.target layer = target layer

# Hook for gradients (Backward pass)
target layer.register backward hook(self.save gradient)
# Hook for activations (Forward pass)
target layer.register forward hook(self.save activation)

2. OOGuucieHHs Bar: o0albHE CEpPeIHE 3HAUCHHS T'PAJIIEHTIB JJI KOXKHOI KapTH
O3HaK.

3. T'enepamisi kKapTH: 3BaK€Ha CcyMa KapT O3HAK Ta 3acTOCyBaHHS (yHKIIi
aktuBanii ReLU, mo0 3amumnTy auime T1 MiKCell, sIKI MaloTh MO3UTHBHHI BIUIMB Ha
KJIac (HAC IIKABJISTh O3HAKH, 10 MIATBEPHKYIOTh J1arHO3, a HE 3alepedyIOTh HOTro).

['eneparis TeroBoi kapTH (src/gradcam_utils.py):

# Global Average Pooling of gradients
weights = np.mean(gradients, axis=(1, 2))
# Weighted combination of activations
cam = np.zeros(activations.shape[ 1:], dtype=np.float32)
for i, w in enumerate(weights):
cam += w * activations|[i]

# ReLLU Activation (keep only positive influence)
cam = np.maximum(cam, 0)
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Streamtit Apo Re=t=t 18 Model Grad-CAM Modude

Jamartenrye X-Ray smisos
"

Forward Pass [3obpacsesim)
Mporsios (PHELIMOMIA- B5X)

ot nomcHetien (Target: PHELIMORIA)

Oprisaaritin MPagioHTID DCTEHMMRGND Wapy
t

Tpagiowms + Featune laps

Fenepayin Hefatmap: (RelLF)

MNosspreren Heatmap
]

e na garsn '1|:ai.rnap HE Opriasn

—

Bigofpamoensn pesyAsTaTy

Streamlit App ST, Grad-CAM Madeile

Pucynok 3.6 — Cxema pobotu anroputmy Grad—CAM

Orpumana KapTa MaclITAOYeTbCS [0 PO3MIPY OPUTIHAIBHOTO 300pakKeHHS
(224x224 abo BuUIIIE) Ta HAKIAAAETHCS HA HHOTO.

JleTanpHUM OMUC AJITOPUTMY MIPEICTABICHO HUXKUE.

1. Peectpanis XyKiB: y KOHCTPYKTOp1 __ 1nit MM NIJOUCYEMOCS Ha MOAIl Mapy
layer4 mepexi ResNet. Merox save activation 30epirae Buxij mapy (T€H30p po3MipoM
512x7x7), a save gradient 30epirae rpagi€HTH.

2. 3Bopotne nommpenHs (Backpropagation): KIOUOBHM MOMEHTOM € PSAKH
one hot[0][class idx] = 1 Ta output.backward(). Mu mtydno kaxxemo Mepexi: "YsBu,
o0 MM XOYEMO MAaKCHUMI3YBaTH BIEBHEHICTb CaMe€ Yy LbOMY KJjacl (Hampukian,
[THeBMOHIS), 1 CKaXH, sIKI HEHPOHU OCTAHHBOI'O 3TOPTKOBOTO IIapy Ha i€ BIUIMBAIOTh
HauoubIIe".

3. 3BaxxeHa komOiHaris Ta ReLU: MM MHOKMMO KOKHY KapTy O3HaK Ha ii Bary 1
cymyeMo ix. @yHkIisg np.maximum(cam, 0) BigKHUa€ HEraTUBHI 3HAYEHHS, OCKUIbKU
HEraTUBHI TPAJIEHTH O3HAYAIOTh 30HM, 110 3MEHIIYIOTh WMOBIPHICTh J1arHo3y, a Hac

IIKABJIATH JIHIIE MiATBepKyIoUi pakTopu (Discriminative localization).
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Otpumany matpuiro Grad—-CAM HeoOXiHO Bi3yali3yBaTH Tak, 1100 JiKap Mir

31CTAaBUTH i1 3 aHaToMiero naiieHTa. OyHkiist overlay cam BUKOHYE 3JIUTTS 300pakKeHb.

def overlay cam(original img, cam, alpha=0.5):

(BHCOKA)

nmn

Overlays the CAM heatmap on the original image.
Args:
original img: Numpy array (H, W, 3) in range [0, 1] or [0, 255].
cam: Numpy array (224, 224) heatmap in range [0, 1].
# Kounseprariist BxinHoro 300paxenHs 1o ¢popmary float32 [0, 1]
img = original img.astype(np.float32)
if img.max() > 1:
img /= 255.0

# 'apaHTyeMO BiAMOBIIHICTH PO3MIpIB
h, w = img.shape[:2]
cam_resized = cv2.resize(cam, (w, h))

# I'enepartis konpopoBoi kaptu (Heatmap)
# IlepeTBopenHs oqHokaHanbHO1 MaTpulli (Grayscale) y 3—kanansay (RGB)
# cv2.COLORMAP _JET cTBOpIO€ TpallieHT BiJi CHHHOTO (HH3bKa yBara) 0 4epPBOHOIO

heatmap = cv2.applyColorMap(np.uint8(255 * cam_resized), cv2.COLORMAP JET)
heatmap = np.float32(heatmap) / 255
heatmap = heatmap|..., ::—1] # Kousepramist BGR (OpenCV default) to RGB

# Anpda—3minryBanus (Alpha Blending)
# ®opmyna: Output = alpha * Heatmap + (1 — alpha) * Original
overlayed = heatmap * alpha + img * (1 — alpha)

# Kuminmidr 3Ha4eHb UIsl yHUKHEHHS apTe(aKTiB MeperOBHEHHS
overlayed = np.clip(overlayed, 0, 1)

return overlayed

300pakeHHsI TPUBOIATHCS 10 €auHoro mgiamazony [0,1] 1 KOPEKTHOTO

MaTCMaTU4YHOI'O JOJaBaHHA.

Cupa kapra Grad—CAM e Biariakamu ciporo. @ynkmis cv2.applyColorMap

MEePETBOPIOE IHTEHCUBHICTD TiKcens Ha koiip. OOpana namitpa JET € cranmaptom y

MEIWYHIA Bi3yamizaiii, OCKIJIbKM 3a0e3leyye BHUCOKHNA KOHTpAacT MDK 'rapsaumu’

(matomoris) Ta "xonogHumMu" (hoH) 30HaAMHU.

BuKOpHCTOBYETHCS JIIHIIHA IHTEPIOSLIS MK OPHUIIHAIBHUM PEHTTE€HIBCHKUM

3HIMKOM Ta TeIIoBOIO Kaprtoro. [lapamerp alpha=0.5 3abesneuye HamiBIIPO30piCTh,
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JI03BOJISIIOYM JIIKapr0 OayMTH KICTKOBI CTPYKTYpH Ta TKaHWUHHU IiJ IIApOM TETUIOBOI
KapTH.

IaTepdeiic peanizoBano 3 BUKopucTanHsM 0i6mioTexu Streamlit. Bin po3ainennit
Ha JIB1 JIOT1YH1 YaCTUHU 3QJICKHO BiJl TUIY JIIarHOCTUKH.

OyHKITIOHATBHI MOMKJIMBOCTI:

— BuUOIp MOJeNi, 3aBaHTaxeHHs (aiiiB, BUOIp MaIll€HTa 3 TECTOBOI BUOIPKHU;

— 17100paskeHHs] TPOrHO3y (J1arHo3 Ta WMOBIPHICTH) Ta Bi3yasi3allisl MOsSCHEHb
(Bxmagku "SHAP", "LIME", "Grad—CAM");

— MOKJIMBICTh 3MIHM IUUIBOBOTO KJacy JiJisi MOsiCHEHHs (Hampukialn, "HYomy 1e
HE nopma?").

JUiss oTpuMaHHS JOCTYyNy [0 BHYTPIIIHIX TPaJl€HTIB 3rOPTKOBOI HEHPOHHOI
Mepexi (CNN) 06e3 3miHM ii apxiTeKTypu BuUKopucTaHO MexaHi3M "XykiB" (hooks)

616miorexu PyTorch.

class GradCAM:
def init (self, model, target layer):
self.model = model
self.target layer = target layer
self.gradients = None
self.activations = None
# Peecrparris xyka st 3BopotHoro mnpoxoy (backward pass)
# Lle 103BOJIsIE IEPEXONUTH TPATIEHTH, IO TIPOXOAATH Yepe3 iTbOBUH MIap
target layer.register backward hook(self.save gradient)
# Peectpariis xyka ans npsamoro npoxoxy (forward pass)
# 1le mo3Bouisie 30eperTu kKapTu o3HaK (feature maps) Ha BUXO/Ii mapy
target layer.register forward hook(self.save activation)
def save gradient(self, module, grad input, grad output):
# 30epexeHHs rpalieHTiB (MOXiAHUX (YHKIIT BTPAT MO aKTHBAIIiSIX)
self.gradients = grad output[0]
def save activation(self, module, input, output):
# 30epexxeHHS caMuX akTUBaIlii (feature maps)
self.activations = output

VY KOHCTpyKTOp1 mpuiiMaeTbcsi MOJIETb Ta HuIboBUM map ("target layer"), sxuit
3a3BUYail € OCTAaHHIM 3rOPTKOBUM IapoM Mepexi (Hampukiaza, "layerd" y ResNetlS),
OCKIJIbKM CaM€ BiH MICTUTh HAaHOUIbIII BUCOKOPIBHEBI TPOCTOPOBI O3HAKH.

Meromn '"register backward hook" Ta '"register forward hook" € kpuTHuHO

BOXJIUBUMH, OCKUIbKM PyTorch aBTOMaTH4HO 3BUIbHSE NaM'siTh BiJ MPOMDKHHUX
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rpajiileHTIB MiJ 4Yac 1H(epeHcy s ekoHomii pecypciB. LI meTonu A03BOJNISIOTH
npuMycoBo 30epertu HeoOXinHi Aani y 3MinHux "self.gradients" Ta "self.activations"
JUI TOAJIbIINUX OOUYHCIIEHb.

OcHoBHa IOTiKa METOJy peami3oBaHa y MaridHoMmy wmetomi  call | sxuit
BUKOHY€ TMpsMUI 1 3BOPOTHUH NPOXOAM Ta MaTEeMaTUYHUN pO3paxyHOK KapTu

BAXKJIUBOCTI.

def call (self, x, class_idx=None):
output = self.model(x)

if class_idx is None:
class_idx = torch.argmax(output, dim=1)

# Zero grads
self.model.zero grad()

# Backward pass

one_hot = torch.zeros_like(output)

one hot[0][class_idx] =1
output.backward(gradient=one hot, retain_graph=True)

# Get gradients and activations
gradients = self.gradients.data.cpu().numpy()[0]
activations = self.activations.data.cpu().numpy()[0]

# Global Average Pooling of gradients
weights = np.mean(gradients, axis=(1, 2))

# Weighted combination of activations
cam = np.zeros(activations.shape[1:], dtype=np.float32)
for i, w in enumerate(weights):

cam +=w * activations[i]

# ReLU
cam = np.maximum(cam, 0)

# Resize to input image size (224x224)
cam = cv2.resize(cam, (x.shape[2], x.shape[3]))

# Normalize
cam = cam — np.min(cam)
cam = cam / (np.max(cam) + le—8)

return cam

I[GTEU'IBHI/Iﬁ OIIKMC AJITOPUTMY HABCIACHO HUKYC.

1. KimouoBuMm MomeHTOM € psgok "output.backward(gradient=one hot)". Mwu
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MITYYHO Ka)XEMO MEpPEXKi, 1[0 MM XOYEeMO MAaKCHUMI3yBaTH BIEBHEHICTh CaMe€ y KJlaci
"class idx", i mpocuMO OOUHMCINTH, TKI HEHPOHU Ha II¢ BIUTHBAIOTh.

2. Panok "weights = np.mean(gradients, axis=(1, 2))" peanizye ¢opmyny Grad—
CAM pmns obumcnenHs BaxumBocTi $\alpha k”c$ koxnoro $k$—ro dimerpa. Mu
YCEPEIHIOEMO TPAJIIEHTH IO BCiH TUIONT 300pa’KEeHHS.

3. Huxun "for" oOuucroe niHiitHY KOMOiHaIII0 KapT akTUBalii. Kaptu, siki MaroTh
BEJIUKUI MTO3UTUBHUM IpajileHT (BaXKIIMBI1 JJIs KJIacy), JOAAIOTHCS 3 BEJIMKOIO Baroxo.

4. ReLU ("np.maximum(cam, 0)"): Lle kputuuauii kpok. Mu BiIKH1a€EMO TiKCelIl,
AKI MaloTh *Big'eMHUI* BIIMB Ha Kjiac (TOOTO Ti, HASBHICTh SIKHX 3MEHIIYE
BIIEBHEHICTh Mozeini). Hac WHIKaBiasATh TUIBKM Ti1 PErIOHH, SIKI *HIATBEPIKYIOTH™
HasIBHICTh XBOPOOH.

5. OcranHill 070K KOJYy HMPHUBOIAWTH 3HAYCHHS KapTu 10 Aiama3ony $[0, 1]$, moo

il MOKHa OyJ10 Bi3yasi3yBaTH SIK 300pakKeHHSI.

def overlay cam(original img, cam, alpha=0.5):

Overlays the CAM heatmap on the original image.

Args:
original_img: Numpy array (H, W, 3) in range [0, 1] or [0, 255].
cam: Numpy array (224, 224) heatmap in range [0, 1].

# Ensure original img is float [0, 1]

img = original _img.astype(np.float32)

if img.max() > 1:
img /=255.0

h, w = img.shape[:2]
cam_resized = cv2.resize(cam, (w, h))

# Heatmap

heatmap = cv2.applyColorMap(np.uint8(255 * cam_resized), cv2.COLORMAP _JET)
heatmap = np.float32(heatmap) / 255

heatmap = heatmap|..., ::—1] # BGR to RGB

# Overlay
overlayed = heatmap * alpha + img * (1 — alpha)
overlayed = np.clip(overlayed, 0, 1)

return overlayed

Bukopucranns "cv2.COLORMAP_JET" € ctanmapTomM y HayKoBIi Bizyasizailii.
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CuHiil Konip BIAMOBIJAa€ HU3bKUM 3HaueHHsM (0, HEBaXJIMBI 30HHM), & YEPBOHUMA —
BUCOKUM (1, 30HU 1HTEpECY).

®dopmyna "heatmap * alpha + img * (1 — alpha)" m03BOJII€ HAKJIACTH TEILIOBY
KapTy TOBEPX PEHTIeHY TaK, 00 Jikap 0a4rMB aHATOMIYHI CTPYKTYPH KPi3b KOJILOPOBY
"migcBitky". lle kputuunHo i MenuuHoi Bepudikarii (o6 OauuTH, MO came

I1JICBIYCHO).
3.4 Onuc intepdeiicy kopucryBauya ta UX/UI pimienn

Po3pobnenunii BeO—inTepdeiic 0a3zyeThcsi Ha mpuHIUNax "Yucroro nuzaitHy"
(Clean Design) Ta "IlporpecuBnoro po3kputts iHpopmariii" (Progressive Disclosure).
['onmoBHa MeTa — HajgaTH JIKapl0 MUTTEBUM JIIATHOCTUYHHMA TPOrHO3, HE
NEPEBAHTAXKYIOUM HOro 3aliBUMU JIETAJSIMU, aJie 3aJIMIIA0YM MOKJIMBICTh 3arTMOUTHUCS
y TIOSICHEHHS B OJIMH KJIIK.

InTepdeiic peanizoBano y temHuiil temi (Dark Mode), mo € cranmaprom mss
Paaioiori4yHOrO MPOrpaMHOro 3a0e3MeueHHs, OCKUIbKM L€ 3HWKY€ HAaBaHTa)KCHHS Ha

o4l Ipu poOOTI y 3aTEeMHEHHX KablHEeTax A1arHOCTUKH (IUB. puc. 3.7).

Select Modality

® Tabular Diagnosis (Breast Cancer)

.t & Intelligent Medical Diagnostic System (XAl)

Conﬂguration This system uses Machine Learning to predict breast cancer diagnosis and Explainable Al (XAl) to interpret the results. Now includes Chest X-Ray Pneumonia Detection!

Select Model

Prediction Model Interpretation

Logistic Regression

LIME {Local)  Global Importance
Patient Data

Select Patient Index (from Test Set) Probability of Malignancy SHAP Explanation

0 0
1 1 .36 /0 SHAP values show the contribution of each feature to the prediction.

Actual Diagnosis: Benign

area_worst
area_mean
perimeter_worst
ea_se
perimeter_mean
texture_worst
radius_worst
texture_mean

radius_mean

21 other features

1000 1200
E[RX)]

Pucynox 3.7 — 3araiibHuI BUTIIA CUCTEMU (PEKUM TaOTHMYIHAX TAHUX)
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IaTepdeiic uviTkO po3nuieHuid Ha JBI (PyHKIIOHaIbHI 30HU: biuHa maHenb
HajamrtyBasb (Sidebar) Ta OcHoBHaA poOoyva o6macts (Main Canvas).

biuna manens (Sidebar) peanizye matepn "Control Panel". Bona mictuth yci
€JIEMEHTH KEPYBAHHS BX1IHUMH JAHUMH, BIIOKPEMITIOIOYH X B1Jl PE3yJIbTATIB aHAMI3Y.

[Tepemukau "Select Modality" n03BoJisie MUTTEBO 3MIHIOBATH KOHTEKCT pOOOTH
MDK aHami3oMm TabnuuyHux pgaHux (Breast Cancer) ta 300paxkens (Pneumonia), He
MEPE3aBAHTAKYIOUN CTOPIHKY.

Bunanarounii CriMcok J03BOJIA€ JIIKapro oOupartu "Ipyry AyMKY" BiJl pI3HHUX
anroputmiB (Logistic Regression, Random Forest, XGBoost), mopiBHIOIOYH iXHI
BHCHOBKH (JIUB. puc. 3.8).

[HTEepakTUBHUI BIPKET BUOOPY MaIlieHTa 3 TECTOBOI BUOIPKH JI03BOJISIE IIBUIKO
nepexonuTu Mixk kercamu. Himwkde BigoOpaxkaeTbest Tabmuis 3 "cupumu'" 3HAUYCHHSIMU
O3HaK (pajiyc, TEKCTypa TOIIO), 1110 3a0e3Mneuye Mpo30PiCTh BXIAHUX JaHUX.

HaiiBaxxnupima iHdopmariss — nporHo3 ("Benign") — BuniieHa HaiOuUIbIIUM
mpuQTOM Ta KOJTLOPOBUM KOTyBAaHHSM.

BukopucTtaHo 3aradbHONPUMHATY MEIWYHY KOJIPHY CXeMy: 3eleHHd —
HOpMa/moOposikicHe, YUepBoHU — maTosoris/3noskicHe. Lle mo3Bose mKkapio OIMIHATH
CUTYaIlilo 3a yacTKy cekyHau (Preattentive Processing).

[lin mporHo3oM BenukuUMH IHHUdpamMu BuBeIeHO HMOBIpHICTH (Probability of
Malignancy: 11.36%). Lle KXpuTUYHO BAKJIMBO AJI1 NPUIHATTS PIlIEHb Y NOTPAHUYHHUX
BUIIAJIKAX.

Jns peanizamii xkonueniii XAl Bukopucrano Bkimaaku (Tabs), mo mgo3Bolse

MEPEeMHUKATHCS MK PI3HUMHU METOAAMH IHTEpIpeTaIlii 6€3 CKpOIIHTY CTOPIHKH.
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fix)

718.9 = area_worst
0.062 = concave points_worst
)13 = concave points_mean
022 = concavity_mean
- smoothness_se . +0.03
101.2 = perimeter_worst —-0.03 .
15.14 = radius_worst —-0.02 .

0.138 = concavity_worst -0.02 .

88.97 = perimeter_mean —0.02 '

21 other features

005 010 015 020 025 030 035
E[f(X)]

Pucynox 3.8 — Jlokansue nosicaennst SHAP (Waterfall Plot)

I'papix SHAP Waterfall € ocHOBHUM 1HCTPYMEHTOM aHami3y NPUIYUHHO—
HACJI1KOBUX 3B'SI3KIB:

I'padix mokazye, sk KOXKEH OKpEeMHUN IMOKa3HUK TMallieHTa 'mToBxae" 0a3oBe
nependoadenus moxaen (E[f(x)]) B Oik go0posikicHOro (CHHI CMyrd JIiBOpydY) a0o
3JI0SIKICHOTO (YEPBOHI CMYTH IIPABOPYY) A1arHO3Y.

3HaueHHs O3HAK (Hampukian, area worst = 677.9) BUBeJeH1 3711Ba BijJ CMYT, IO
JI03BOJISIE JIIKAPIO OJipa3y CIIBCTABUTH KIIHIYHUN TMOKa3HUK 3 MHOro BIUIMBOM. Y
HaBEeJCHOMY TMpPUKIAQAl BUAHO, 1[0 HHM3bKI 3HAUECHHS area worst Ta area mean €
rOJIOBHUMU (haKTOpaMu, YOMY MOJI€IIb BUPIIITUIIA, IO IMyXJIMHA TOOPOsKICHA.

Ha BigMminy Big Mmatematuudo Tounoro SHAP, LIME noka3sye npocriity KapTUHY

y Burjsial npasui "SAKIO-TO" (nuB. puc. 3.9).
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Local explanation for class Malignant

concave points_worst <= 0,07 1
0.10 < concavity_worst <= 0.23
concave points_mean <= 0.02 -
concavity_mean <= 0.03 1
compactness se <= 0.01 -
area_se <= 16.82 1

perimeter_se <= 1.59 1

681.20 < area_worst <= 1211.00 A

14.95 < radius_worst <= 19.70 -

0.25 < symmetry_worst <= 0.28 -

—0.06

—0.04

—0.02

0.00

0.02

55

Pucynoxk 3.9 — JlokansHe nosicuiends LIME

3eneHi cMyTH BKa3ylOTh Ha O3HAKH, 10 MIATPUMYIOTH kiac "Benign", yepBoHi —

"Malignant". Ile cmyrye MexaHi3amMoMm rmepexpecHoi mnepeBipku (Cross—validation)

ITOJACHCHDB AJIsA J'IiKapﬂ.

Bxnaaka "Global Importance" Hamae KOHTEKCT poboTh momeni B miomy. Lle

703BOJIsIE BepU(DIKYyBaTH, YM CIHPAETHCA MOJENb HA MEIUYHO OOIPYHTOBaHI MapKepu

(mampukam, area worst, concave points), a He Ha BUIIQKOBI ryMH (1uB. puc. 3.10).

2025 p.

Global Feature Importance

Which features are most important for the model overall?

=]

WOl

=

radius_mear

radius_wo

area
:

concavity_me

perimeter

¥
perimeter_mear

concave points

Pucynok 3.10 — ['moGanpHa BaXXJIMBICTh O3HAK
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[Ipu nepemukanni B pexkum "Image Diagnosis" intepdeiic amantyeTbcs mia

Bi3yaJbHUI KOHTEHT (uB. puc. 3.11).

Select Modality

() Tabular Diagnosis (Breast Cancer)

LY —— E! Intelligent Medical Diagnostic System (XAl)

Image Upload This system uses Machine Learning to predict breast cancer diagnosis and Explainable Al (XAl) to interpret the results. Now includes Chest X-Ray Pneumonia Detection!

Upload Chest X-Ray . e H
Original Image Grad-CAM Explanation
}: Drag and drop file he B

re
Limit 200MB per file « JPG, J.

Browse files R e
Heatmap highlights regions impartant for the prediction.

Explain Class:

D NORMAL_IM-0027-0001 jpeg 442.3KB X

Predicted Class v

NORMAL

82.32% Grag-ca for NORMAL

Pucynox 3.11 — Moaynb 3aBaHTaK€HHsI Ta aHaJi3y PEHTT€HIBChKUX 3HIMKIB

PeanizoBano 3ony Drag-and-Drop, mo cnopourye poboty 3  daitnamu
DICOM/JPEG.

Expan po3nuieHo Ha JBI KOJOHKH. 3iiBa — OpuUTiHAJIBHUI 3HIMOK, CIpaBa —
nosicienHsa Grad—CAM.

Jlikap 3aBXkaW TOBWHEH OaunTh oOpuTiHAT Oe3 apredakTiB 00poOKkH, m100
MEPEKOHATHUCS Y SKOCTI 3HIMKa Ta BIJCYTHOCTI TeXHIYHUX nedektiB. TemmoBa kapra
MPaBOPYY BUCTYIIAE SIK "TOMIOBHEHA PEATBHICTB".

Ha puc. 3.11 cucrema minacBiuye (depBoHMM) oOjacTi cepus Ta aiadparmu,
BKa3yIOUH, IO BIJICYTHICTb 3aTEMHEHb Y JIETEHEBHUX MOJSIX CTajla MPUYMHOIO T1arHO3y
"Hopma".

Ha puc. 3.12 (Grad-CAM for PNEUMONIA) mnoka3ano pexum "What—if
Analysis".
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. Intelligent Medical Diagnostic System (XAl)

This system uses Machine Learning to predict breast cancer diagnosis and Explainable Al (XAl) to interpret the results. Now includes Chest X-Ray Pneumonia Detection!

Original Image Grad-CAM Explanation

Heatmap highlights regions important for the prediction.

Explain Class:

PNEUMONIA v

NORMAL

82.32%

Pucynok 3.12 — Grad—~CAM for PNEUMONIA

Yepes Bumagarounii cnmcok "Explain Class" mikap MoXe 3amuTaTH CHUCTEMY:
"Yomy (abo ae) i Moryia 6 moOaynuTu mHEeBMOHII0?". Ha CKpIHIIIOTI BUIHO, IO KapTa
aKTUBHOCTI 3MICTMJIACS HAa BEPXHI YaCTKH JIET€Hb, XO04Ya MMOBIPHICTH I[HOTO KJACY
Hu3bKa. Lle JeMoHCTpy€E 3AaTHICTD CUCTEMH 10 KOHTpa(aKTUBHUX MOSICHEHb.

Sk 1 B TabmumuHomy pexumi, miarHo3 "NORMAL" miacBideHO 3eleHUM, a
BIIeBHEHICTH (82.32%) BUBeeHA BETUKUM MIPUGTOM TSI IIBUIKOTO 3YUTYBAaHHS.

3anponoHoBaHMI iHTEpdeiic ycminHo Bupimrye mnpobdiaemy "YopHOiI CKpHUHBKH',
MEPETBOPIOIOYN CKJIQJHI TEH30pHI OOYHMCIIEHHS Ha 3pO3yMiJi Bi3yajbHl 0OOpa3su.
MOo>XIHMBICTH IHTEPAKTHBHOI B3a€EMO/I1i (BUOIp KIIacy MOSICHEHHS, IEPEMUKAHHS METO/IIB)
MIJBUIIYE JOBIPY JKaps 10 CUCTEMH, MEPETBOPIOIOYH ii 3 "aBTOMATHYHOIO Opakynia"

Ha IIPpOo30pOro aCuCTCHTA.

2025 p. Crumanenko Cepriit



Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 58
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

3.5 O0'ekTHO—OpicHTOBaHE MpoekTyBaHHs Ta UML mMonenoBanHs

Jlns popmarizariii mporecy po3poOKu Ta JOKYMEHTYBAHHS apXITEKTypHU CUCTEMH
Oyno BukopuctaHo yHidikoBaHy wmoBy wmozemoBanHs UML (Unified Modeling
Language). Hwxue HaBegeHo omuc po3poOnenux giarpam. Use Case Diagram

BijloOpakae B3aEMOJIII0 aKTOPIB 3 CUCTEMOIO (AuB. puc. 3.13).

CucteMa iHTeneKTyasbHoi

AiarHOCTUKM

<3aBaHTa>+(MTM JaHi nauiema)

OTprMaTh NporHos

[ 2 Nikap-giarHocTt

\

OTpuMaTH noscHeHHs XAl

(o)

» SHAP, LIME, Grad-CAM

/

EkcnopTyBatu 3BiT PDF)

~

(HanaLuTyBaTM Mernbf 2 Apminictpatop

Pucynox 3.13 — Use Case Diagram

B apxiTekTypi cucTeMu BU3HAUYCHO JABOX KJIFOYOBUX AKTOPIB, SIKI B3a€EMOJIIIOTH 13
IPOrpaMHUM KOMIUIEKCOM. OCHOBHUM KOPHUCTYyBau€M BHCTYyNA€ JIIKap—11arHOCT, Ha
noTpeOr SKOro OpIEHTOBAHWUU TOJOBHUM (QyHKIioOHan iHTepdelicy. Haromicts
TEXHIYHUI CYNPOBIJI 3A1MCHIOE aIMIHICTPATOP CUCTEMH, IKUU BIJIMOBIJIAE€ 32 MIATPUMKY
aKTyaJIbHOCT1 T4 OHOBJICHHSI MATEMaTUYHUX MOJIEIIEH.

@OyHKII0HAIbHI BUMOTH JO CHCTEMH PEaJi30BaHO Y€pe3 HHU3KY MPEUEACHTIB,
0a30BHUM 3 SAKUX € 3aBaHTAXXCHHA JaHuX marfienTta. L{ei mpouec nmepenbdavae rHyYKICTb i
BKJIIOYA€E cIeHapii pobotu sk 13 Tabnmunumu ¢ainamu popmaty CSV, Tak 1 3

PEHTTeHIBCHKUMH 300pakeHHsMU. [licisa oOpoOku BxigHOI 1H(OpMAaILii aKTHBYETHCS
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MpeleeHT OTPUMAaHHS MPOTHO3Y, B PE3y/bTaTl YOTO CHCTEMa MOBepTaE nepeadadyeHui
KJIAC 3aXBOPIOBAHHS Pa30M 13 OILIIHKOIO WMOBIpHOCTI. KiItouoBUM eTamom B3aeMOJIli €
3alUT HAa OTPUMAaHHS IMOSCHEHHS, MiJI Yac SKOro JIKap Ma€ MOXJIHUBICTh 00partu
KOHKpEeTHHI MeTo inTepnpeTarii, 3okpema SHAP, LIME a6o Grad—CAM.

3aBepiiaJbHUM  €TaroM aHajli3y € eKCHOpPT 3BITy, IO J03BOJISE 30epertu
OTpYMMaHi pe3yJbTaTH Ta Bi3yamizamii y 3pyunomy c¢opmari PDF nns momanemioro
BUKOpUcTaHHA. OKpeMuil piBeHb JOCTYIy BUMAarae MpereeHT HaTAMTyBaHHI MOJICTI,
SAKUW JIOCTYNMHHUI BUKJIIOYHO aJMIHICTpaTOpy Ta JO3BOJIAE€ 31MCHIOBATH BHUOIp THUITY
aNIrOpUTMy Uid poOOTH, Hampukiaa nepemukaHHs Mk Random Forest ta Logistic
Regression.

Jiarpama JisSUIBHOCTI JIETalbHO OIKUCYE aJTOPUTM pOOOTH JKaps, SIKUAN
PO3MOYMHAETBCA 3 1HIIam3amii ceaHcy Ta MPOXOMKEHHS OOOB'SI3KOBOI MPOLIETypHU
aBropuzaiii Jjas BXoAy B cuctemMy. HactynmHum kpokom € BuOIp HEOOXiIHO1
MOJAJIBHOCTI, JIe¢ KOPUCTYBau BH3HAYa€ THUIM BXIIHUX JAHUX JJIs aHajizy, oOuparouu
MIK TaOJIMYHUMHM TAHUMU Ta METUYHUMU 300pasKeHHSIMHU (UB. puc. 3.14).

Jlam mporec po3rayly)KyeTbcs 3ajJ€KHO Bl MPUUHATOrO pillieHHS. Y BUIAIKY
BUOOpY TaONIMYHOTO NUIIXY CcHCTeMa 3aBaHTaxye ¢ain y gopmari CSV Ta BUKOHYE
nonepenHio 00poOKy iHGOopMarii, Micas 4oro Jikap 00Mpae KOHKPETHOTO MAaIli€HTa, a
Moayinb XAl reHepye mosicHeHHs 3a jomnomoror 3HauyeHb SHAP. AnbTepHaTHBHUN
NUIIX I poOOTH 13 300pakeHHAMHU Tepeadadae 3aBanTaxkeHHs ¢aiiniB JPEG Tta ix
aBTOMATUYHHUI pECaif3iHr, CIIIOM 3a YHM BUKOHYETHCS 1H(EpEeHC 3ropTKOBOI
HeWpoMepeKi Ta TeHepailig Bizyamsaiiii Mmerogom Grad—CAM.

Ha 3aBepumianbHOMy eTami CHEIialdiCT MNPOBOAWTH PETEIbHUN aHaji3 HaJaHHUX
pe3ynbTaTiB Ta iHTeprpeTarii. Ha ocHoBi miei iHGopmallii BiIOyBa€ThCS MPUNHHSATTS
OCTaTOYHOI'0 KJIIHIYHOIO PIIICHHS, /1€ JIKap MoXKe abo MiATBEpAUTH, a00 BIAXUIUTU
JIlarHO3, 3aIpOINOHOBAHUN MITYYHUM i1HTenekToM. [licns dikcaiii BUCHOBKY poOouuii

CEaHC y CUCTEMI 3aBEPIIYETHCA.
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Pucynoxk 3.14 — Activity Diagram

Jliarpama TOCHIAOBHOCTI, MpejacTaBieHa Ha puc. 3.15, aetamizye TeXHIYHUN

nporiec reHeparilii nmoscHeHb MetogoM Grad—CAM, 1m0 po3MOYHMHAETHCS 13 B3a€EMOIIT
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KOpHUCTyBaua 3 iHTepdericom Ha 6a31 Streamlit 1715 3aBaHTakeHHsS 300paxkeHHs. [licms
oTpuMaHHs BximHoro (aiimy moxyns Ul 3Bepraerscs g0 kommoHeHTa Imageloader 13
3alUTOM Ha BUKOHAHHS (DYHKIIT preprocess image, y BiAMOBiIb HA 110 3aBaHTaXyBau
MOBepTa€e MiATOTOBICHUH TeH3op. Ha HacTymHomy erami iHTepdeiic iHILiIOE MPSIMUi
npoxia AaHux yepe3 Mozaenb ResNet muisixoM BUKIMKY MeTony forward, oTpumyroun
B1Jl HEMpOMEpEKl MOMEPEIHINA MTPOTHO3.

[Ipomec inTepmpeTarii aktuByeThes, komu Ul imimiamizye o0'ekt GradCAM,
nepeaary oMy MOCWIIaHHS Ha MOJIENb Ta BKa3iBKY Ha IITLOBUU IIap 3ropTku. Jlami
anroputM GradCAM peectpye HEOOXiTHI XYKH BCEpEIWHI apXiTEeKTYpH Ta BHUKOHYE
3BOPOTHE TMOIMIMPEHHS MOMMIKH backward BHUKIIOYHO [JIs HIILOBOTO Kiacy. Y
BIJINOB1JIb MOJIE]b Haja€e OOYHUCIICHI TPAJI€EHTH Ta KapTU aKTUBallii, HA OCHOBI SIKHX
dbopMyeTbcs TermsoBa KapTa heatmap, mio mnepemaeTscs Hazan a0 1HTepdeicy.
3aBepuIyeThCSl IIMKJI B3Aa€EMOJII THUM, IO CHCTEMa KOMOIHy€ OTpUMaHy KapTy 3

OpUTIHAJIBHUM 3HIMKOM Ta BioOpaka€ HakJIaJieHe 300pakKeHHs KOPHUCTYBayeBi IS

a”amsy.
User (Mikap) Ul (Streamilit) ImageLoader Model (ResMet) GradCamM
3aeanTawye 3o0pameHHn
preprocess_image()
MNoseprae TeH3op
forward{tensor)
prediction (knac, AMoBipHICTE)
.‘, ................................................................
init{mode], target_layer)
register_hooks()
backwarditarget_class)
gradients, activations
................................. h
heatmap (TennNoBa KapTa)
-
Bigobpawae HaknageHe 300pasedHA
User (Mikap) Ul (Streamilit) ImagelLoader Model (ResMet) GradCam

Pucynok 3.15 — Sequence Diagram
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Jliarpama po3ropTaHHs, 110 MpeAcTaBieHa Ha puc. 3.16, BimoOpaxkae Gi3MUHy
apXiTEeKTypy CHUCTEMH Ta PO3MOJILJI KOMIIOHEHTIB IO amapatHux Bysiax. Ha cToponi
KJIIIEHTa PO3TallOBYeThCA poOoda cranmis Jjikaps Client Node, ne B3aemomis 3
MpPOrpaMHUM KOMILUIEKCOM BiAOYBa€ThCsl 4Yepe3 CydacHUH BeO—Opay3ep Ha KIITaNT
Chrome a6o Firefox, mo He moTpeOye BCTaHOBJICHHS J0JIATKOBOTO CIIEIaJIi30BAHOTO

MIPOTPAMHOT0 3a0e3MeYCHHSI.

Client Mode: PC Nikapa

Be6-6paysep:
Chrome/ Firefox

HTTPS

Application Server

Kontgjinep Docker

Streamlit App

¥

Python Runtime

/' \

."r
Read/Write |
|

Data Storage /

_-f'”f-’ﬁ
2 _d___.—ﬂ-""d_ |
= - le—" ¥
JlokansHa dalinosa Libs: PyTorch, Scikit-learn
CUCTEMA
P 5 \\"
ol N
ll
Mogeni (.pkl, .pth) Hew 3obpaieHb

Pucynox 3.16 — Deployment Diagram

JliarpaMa MOTOKIB JaHUX MEPIIOro piBHSA, IO MpeAcTaBieHa Ha puc. 3.17 sk
KOHTEKCTHA Jiarpama, JEMOHCTPY€E 3arajbHy cXeMmy pyxy iHdopmarii B cuctemi. Ha

BXIJl IIOTO TIPOIIECY HAIXOAATh «CHPI1» MEIUYHI JdaHil, SKi IIIAramTh o0poOi
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LEHTPaJIbHUM KOMIIOHEHTOM MiJi Ha3Bol «CHCTeMa 1HTEJIEKTYyalbHOI J11arHOCTUKI.
KinueBum pesynbratom poOoTH € chopmoBaHuid  «/liarHocTUYHMI  3BIT 3
NOSICHEHHSIMWY, SIKUM TIepeaeTbCs 30BHIIIHBOMY KOPHUCTYBAyuEBI.

JleTanbpHilla AEKOMIO3ULIS CUCTEMU NPEACTaBICHA Ha JPYroMy piBHI, SKUAN
po30MBae 3arajbHUMN AIrOPUTM Ha YOTHUPHU MOCITIAOBHI eTanu. Po3nounHaerbest 00poOka
3 mporecy 1.0 «Ilonmepenns o00poOka», (QYHKINS SKOTO TMOJSATaE B OTPUMAHHI
300paXeHHs, BUKOHAHHI Horo HOpMasi3allii Ta nepeaadi cpopMOBaHOTO TEH30pa Aaji
no naHIrokKy. HactynmHum kpoxom Buctynae mpouec 2.0 «Knacudikamis», 1mo
npuiiMa€e MATOTOBICHUNA TEH30p Ta, BUKOPUCTOBYIOUM 0a3zy 3HaHb 13 Baramu MOJETI,
reHepye BEKTOP MMOBIPHOCTEN JJIsl PI3HUX KJIACIB 11arHO31B.

KputnuHo BaxJMBUM Ui MOSICHIOBAHOCTI € mpouec 3.0 «[HTeprperauis», skui
OTPUMYE TpaJleHTH 3 eTamy Kiacu@ikalli Ta Ha iX OCHOBI I€HEpye TEIIOBY KapTy
aKTUBHOCTI HelipoMepexi. 3aBepiiye UK 00pooku manux npoiiec 4.0 «Bizyamizaiis,
3aBJlaHHSl SIKOTO TMOJIArae B OO'€JHAHHI OPUTIHAJIBHOTO 300pa)KE€HHS, OTPUMAHOTO

MIPOTHO3Y Ta TEILIOBOT KapTH JIJIsi KOMIIEKCHOTO BiIOOPaKeHHSI pe3yiIbTaTiB JiKaplo.

DFD Level 1: lekomnosuuia

1.0 MonepeaHs BeKTop fiMoBipHOCTei!

——TeHz30] > 3
o6pobka p\\ + FpagienTi # 3.0 IuTepnperauia Tenno\s\a KapTa
~ay L ~
2.0 Knacudirauis | \

BxiaHe 306paeHHa %

basa 3HaHb h e 4.0 Bi: b B KOpMCTyBauy

Baru mogeni
v

DFD Level 0: KoHTekcT

Cupi meanuHi aaHi

| CucTema iHTeNeKTyanbHoI |
AiarHocTuku

|

JliarHoCTH4HMI1 3BIT

Pucynox 3.17 — Deployment Diagram
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Buxopucranust UML niarpam 703BOJIsi€ UITKO CTPYKTYpYBaTH apXITEKTypy
JOJIaTKy, CIPOCTUTH MHOro MNOJajblly MATPUMKY Ta MacIUTa0yBaHHS, a TaKOX €

000B'A3KOBOIO BUMOTOIO JI0 1H)KEHEPHOT YaCTUHU MariCTepPChKOi AUCepTallii.
BucHoBku 10 po3ainy 3

VY TpeThboMy po3/ili BUKOHAHO MPOrpaMHy peaiizailiio 1H(popMaIiiHoi cucTeMu
IHTepHpeTalii MEIUYHUX JT1arHOCTUYHUX MOJEIeH, M0 0a3yeThecsi Ha apXITeKTypl XAl
Orchestrator. J{nst po3poOku cuctemu oOpaHo MOBY mporpamyBanHs Python 3aBmsiku i
JTOMIHYIOU1ii MO3UIIIT y cdepi Data Science. Bukopucrannas
6i0miorekn Streamlit mo3Bommiio peamizyBatu KoHueniito «Rapid Prototypingy,
CKOPOTHBIIA Yac Ha PO3poOKy (pouTeHAy B 3-4 pa3u MOPIBHSIHO 3 KIACHIYHUMU
BeO(dperimBopkamu (Flask/Django) Ta 3a0e3neuyuBIlM BUCOKY 1HTEPAKTUBHICThH IS
KiHIIEBOTO KopucTyBada. s poOOTH 3 HEHPOHHHUMH MEpeKaMH Ta KOMITIOTEPHUM
30poM e(eKTUBHO BUKOpHcTaHo 3B's13Ky PyTorch ta OpenCV.

Cucrema moOynoBaHa 3a MOAYJIBHUM MPHUHIIMIIOM 13 YITKUM PO3JIJICHHSM Ha
piBHI JaHUX, MOJIEJICH, MOSICHEHb Ta mpeAcTaBieHHs. [ 3a0e3meueHHs] THYYKOCTI Ta
NPOAYKTUBHOCTI 3aCTOCOBaHO KiacuyHi narepHu GoF.

1. Factory Method: ans aguHamiuHOTO BHOOPY BIAMOBITHOTO EKCIUIEHHEPA
(TreeExplainer, LinearExplainer) 3anexHo Bia THITY MOJIETI.

2. Singleton: nns onTuMizalii podOTH 3 MaM'SITTIO MPU 3aBAHTAKEHHI «BKKUX)
Mojenel rmnbokoro HaBuaHHS (ResNet).

3. Strategy: nns yHidikamii iHTepdeiicy B3aeMOil 3 PI3HUMHU aJTOPUTMaMU
Kkiacudikarii.

byno ycmimHO iMIIEMEHTOBaHO TIOpWMAHMM miaxix Ao iHTeprpertamii. s
Ta0IMYHUX JaHUX peaiizoBaHo reHepaniro SHAP-3Hauenb (riiobasibHa Ta JIOKAJIbHA
iaTepripetamisi) ta LIME (mosichenns depe3 30ypenHs). Jlng aHamizy MeIUYHUX
300pakenb peanizoBaHo anroput™ Grad-CAM i3 BUKOPUCTaHHSIM MEXaHI3MY «XYKiB)»
(hooks) y PyTorch, mo mo3Bonuio BidyamizyBaTH 30HH yBard 3ropTKOBOi HEHPOHHOI

Mepeki 6e3 3MiHU 1T apXITEKTypH.
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Po3pobiieno moauHo-opieHTOBaHUM BeO-1HTEepeiic, skl TpaHCPOpPMYE CKITaHI
MaTeMaTU4YHI PO3paxyHKH y 3po3ymim BidyambHi (opmu (Waterfall plots, Temmosi
kaptu). PeamizoBano ¢ynkmionan « What-if» ananizy Ta miarpumMKy TEeMHOI TEMU s
KOM(pOPTHOT poOOTH PaAIOIOTiB y 3aTEMHEHUX MPUMIIICHHSX.

[Iporiec mpoeKTyBaHHS 3aJOKyMEHTOBAHO 3a JIOMOMOTOK YHI()IKOBaHOT MOBHU
mozemoBanHsg UML, 1o miaTBepaKye 1HXEHEPHY AKICTh pO3pOOKH, MACIITA0OBAHICTh

CHUCTEMH Ta i TOTOBHICTH J0 MOJAJIBIIOT MIATPUMKH.
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4 EKCIEPUMEHTAJIBHI JOCJIIZKEHHSA TA AHAJII3 PE3YJIBTATIB
4.1 XapaxkrepucTruka Ha00piB JaHUX, METPUKH TAa METOAUKA eKCIIEPUMEHTY

Ha nepmomy erami po3poOku cucTeMH Oyjo MPOBEAEHO JETalbHUN
po3BimyBanpHui anHamiz gaHux (Exploratory Data Analysis, EDA) nmns o6ox
MOJQJIILHOCTEN: TaOJMYHUX KIIHIYHUX JaHUX Ta PEHTreHIBCbKUX 3HIMKIB. MeToro
aHaiizy OyJI0 BUSBIICHHS MPUXOBAHMX 3aKOHOMIPHOCTEH, OI[IHKA SKOCTI JaHUX Ta

BU3HAYEHHS CTPATETii monepeHboi 00poOKu (1uB. Tadm. 4.1).

Tabmuus 4.1 — XapakTepucTrka BUKOPUCTAHUX HAOOPIB JaHUX

Habip nanux Tun nanux Kinpkicts KinbkicTs Kiacu
3aMuciB O3HAaK
Breast Cancer Tabmuuni . Benign,
. . 569 30 (uucnosi) .
Wisconsin (CSV) Malignant
Chest X—Ray 300pakeHHS 5 863 224x224x3 Normal,
Pneumonia (JPEG) ’ (mmikcen) Pneumonia

[Tepmmit Habip — Breast Cancer Wisconsin (Diagnostic) — mictuth 569 3amnucis.
Koxen 3ammuc omucyerscsi 30 4HCIOBUMH O3HAKaMH, OTPUMAaHUMHU 3 OIUGPOBAHUX
300pakeHb TOHKOTOJKOBOI acmipamiiiHoi Oiomcii (FNA) HOBOyTBOpeHHS TpyJiei.
O3Haky BKIIOYAIOTh PajilyC, TEKCTYpy, MEPUMETp, IOy, MIaAKICTh Touo. [{impoBa
3MmiHHa OiHapHa: moOposikicHa (Benign) abo 3mosikicHa (Malignant) myxmuna. Jpyruid
Habip — Chest X—Ray Images (Pneumonia) — cknagaerbcst 3 5,863 peHTreHIBCHKHUX
3HIMKIB IpyJHOI KITKH. JlaHl po3nineHi Ha aBl kareropli: "IIneBmoHig" (BipycHa Ta
OakrepianbHa) Ta "Hopma". 3HIMKH MarOTh pI3HY PO3AUIbHY 3JaTHICTH Ta SIKICTb, 1110
Ha0JIMKae YMOBH €KCIIEPUMEHTY JI0 pealbHUX KITHIYHUX.

s OLIIHKU SIKOCTI Kyacuikaii BUKOPHUCTAHO CTaHJapTHI
MeTpuku: Accuracy (3araimpHa TouHICTh), Recall (uyrtmuBicte) Tta AUC-ROC.
OcoOnuBHii akueHT 3pobseHo Ha Recall, ockiapbKKM B MEIUYHIN A1arHOCTHIII TPOIMYCK
xBopoOu (False Negative) mae 3HauHO TsK41 HACTIIKH, HIXK XuOHe crpairoBanHs (False

Positive).
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JIs OIIHKKM SIKOCT1 MOsICHEHb 3acTocoBaHo meToa Case Studies (aHami3 KeHciB).
Lle skicHMII MeTOA, IO MOJISATa€E y BI3yalbHIN IMEpeBipll 3reHEpOBAHUX MOSICHEHB
excriepToM (200 MOPIBHIHHI 3 BIIOMUMH MEAMYHUMH (HaKTaMu) JUIs TATBEPIKCHHS iX
anexBaTtHocTi (Fidelity) Ta moxamizariii.

st oTpuMaHHS OO'€KTMBHUX PE3YyJIbTAaTIB HEJOCTATHbO IMPOCTOTO PO3OUTTS
Train/Test.

CrparudikoBana K-O6moxoBa kpoc—Bamigarmisi (Stratified K—Fold Cross—
Validation). Jlani po3ouBaroThcs Ha K=5 yactuH. Mojens HaB4aeThCs S5 pasiB, MOpasy
BUKOPHUCTOBYIOUH OJIHY YacCTHHY SIK TeCT, a iHI 4 — gk TpeHyBaHHA. Ctpatudikarris
rapaHTye, 1110 B1JICOTOK XBOPUX y KOXKHOMY OJIOLI OJTHAKOBUM 1 BIJIIIOBI/Ia€ T€HEpaIbHIM
cykynHocTi. lle kputuuHo A1 He30alaHCOBaHUX MeIUYHUX JaHux. DiHaibHA TOYHICTH
O0OYHUCIIOETHCS K CEpelHe 3HauUeHHsI. Lle nae noBipunii iHTEpBaJl TOYHOCTI, & HE MTPOCTO
OJIHE YUCIIO.

Jlns  3amoOiraHHs TepeHaBUYaHHIO (KOJIM MOJeNIb IpocTo '"3amam'sitoBye"
TpEeHYBaJIbHI TIpUKIaAW) BUKOpucTaHo L2—perymsapmsaris (Weight Decay). Ile
oOMeXye BETWYMHY Bar, poOJsun mojenb Otk "rimagkor". Y SGD onrtumizaTopi
napameTp weight decay=1e—4.

[lin yac HaBYaHHS BHUMAJAKOBUM YHMHOM '"BUMHKaeTbca" 50% HEHWpoOHIB y
MOBHO3B'sI3HUX Mapax. Lle 3myirye mepexxy hopmyBaTH HaUIUIIIKOB1, pOOACTHI O3HAKH,
HE MOKJIJIAl0YMCh HA OUH KOHKPETHUI HEHUPOH.

Ha6ip nmanux mictuth 30 4MCIOBUX O3HAK, SIKI XapaKTEPHU3YIOTh T€OMETPHUYHI
BJIACTUBOCTI KIITHUHHUX siAep. s po3ymiHHS pO3IUIBHOT 3[aTHOCTI O3HAK OyIio

MoOyJOBaHO TiCTOrpaMy PO3NOALTY JIJIsl KIIFOUOBUX MapKepiB (AuB. puc. 4.1).
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Po3nogain: mean radius Po3nogin: mean texture

60 class class
Malignant (Pak) 40 Malignant (Pak)
Benign ([Jo6poskicHa) Benign ([Jo6poskicHa)
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Po3snogin: mean concavity Po3nopain: worst concave points
class class
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KinekicTe
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mean concavity worst concave points

Pucynok 4.1 — I'ictorpamMu po3moiny KJIOYOBHUX O3HAK 75 100posikicHux (Benign) Ta

snosikicHux (Malignant) myxiauH

SAx BumHO 3 TpadikiB, Taki 03HAKU sSK mean radius (cepemHiit paaiyc) Ta worst
concave points (HaWTIpIIl TOYKH YBITHYTOCTI) JE€MOHCTPYIOTh HITKE PO3MEKYBaHHS
kiaciB. Po3moin 370SKICHUX TyXJIWMH (YEpBOHUM KOJIp) 3MIMIEHUNA BIPABO, IO
CBITYUTH TIPO Te, IO O Ta OUThII AedopMoOBaHI SAapa € IHAUKATOpAMU pPaky.
Boanodyac mean texture mae 3HayHE NEPEKPUTTS, 110 POOUTH II0 O3HAKY MEHIII
1H(GOPMAaTHUBHOIO 130JIbOBAHO, ajie, UMOBIPHO, KOPUCHOIO B KOMOiHAIII{ 3 1HITUMHU.

JI;1st aHami3y MyJIBTUKOJIIHEAPHOCTI OyJI0 0Oy I0BaHO MATPHITIO KOPEIIAIii (JTUB.

puc. 4.2).
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MaTpuus kopensuii o3Hak (Mean Features)

mean radius . .“ 0.68 0.82 0.15 -0.31
mean texture 2
mean perimeter . .“ 0.72 0.85 0.18 -0.26

0.24 0.30 0.29 0.07 -0.08

mean area

mean smoothness 0.58
mean compactness 0.57
mean concavity 0.34
mean concave points 0.17
mean symmetry 0.15 0.07 0.18 0.15 0. (L 0.50 0.46 0.48

mean radius
mean texture
mean perimeter
mean area
mean concavity
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mean concave points
mean fractal dimension

1.0

0.8

-0.6

-04

-0.2

-0.0

-0.2

Pucynox 4.2 — Marpuus kopesnsiii o3nak (Mean Features)

AHamni3 BUSBHB TPYNU CWIBHO CKOpelabOoBaHUX oO3HaK (koedimieHt > 0.9),

Hanpukiag, radius_mean, perimeter mean Ta area_mean. Lle € ogikyBaHUM 3 OTJsIIy Ha

reOMETPUYHUN 3B'SI30K IUX MmapameTpiB. HasBHICTH MyJIbTHKOIIHEAPHOCTI Oyia

BpaxoBaHa Ipu BUOOP1 MoJIeJIei: alrTOpUTMHU Ha OCHOBI AepeB pimenb (Random Forest,

XGBoost) € cTIHKUMU 0 IIHOTO SBHINA, HA BIAMIHY BiJ JTIHIHHOT perpecii.

Takox Oyso mpoaHanizoBaHo OanaHc KiaciB (quB. puc. 4.3).
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banaHc knacie y gataceti Breast Cancer
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Pucynok 4.3 — Po3nonin kiaciB y Bu6ipii Breast Cancer

VY Habopi 1aHUX CIIOCTEPIraeThCs MOMIPHUN TUCOaNTaHC: KUIBKICTh JOOPOSIKICHUX
BUIAJIKIB MEPEBUIIYE KiTBKICT 3m0sKiCHUX (357 mpotu 212). Xoya aucbamaHc HE €
KPUTHYHUM, JUTsl TOKpamieHas MeTpuku Recall (1o € BaxmuBImmmm Jyist METUITUHHA, HIXK
Accuracy) npu HaBYaHH1 MojieJiell BUKOPUCTOBYBaJIACh CcTpaTU(diKaIlis BUOIPKH.

Jlnis 3amadi 1iarHOCTUKH TTHEBMOHII BUKOPHCTOBYBAaBCS HAOIp PEHTTEHIBCHKHX
3HIMKIB TPYJHOI KIITKU. Bi3yanbHuii aHami3 3pa3kiB JO3BOJIMB BUIUIUTH XapaKTEpHI

BIIMIHHOCTI Mik Kiacamu "Hopma'" ta "[IHeBMoHis" (nuB. puc. 3.4).
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(a) NORMAL (6) PNEUMONIA

Opacities (Whlte spots)
Reduced transpare

Pucynok 4.4 — [lopiBHSIHHS peHTI€HIBChKUX 3HIMKIB: (a) Hopma — 4iTki iereneBi moss;

(0) ITHeBMOHIs — HAsIBHICTh 3aTEMHEHb TUITY ""'MaTOBE CKJIO"

Kmac NORMAL xapakTepu3yeTbcsi BUCOKOIO IPO30PICTIO JIETCHEBUX OB,
YITKO BHAUMUMU peOpamu Ta aiagparmoro. CepiieBa TiHb Ma€ YiTKi KOHTYPH.

Kimac PNEUMONIA Ha 3HIMKax CIOCTEpIraloThCS BOTHHUINEBI 3aTEMHEHHS,
3HIDKCHHSI TIPO30POCTI JIETEHEeBOI TKAHWHU (KOHCOiAalis) abo edekt "MaroBoro ckia'.
Kontypu niagparmu MoxxyTh OyTH PO3MUTUMU.

AHani3z po3noauty 300pakeHb IOKa3aB 3HAYHUN jAucOamaHc y OIK Kiacy
"Pneumonia" (maiike B 3 pa3u Oinbiie 3pas3kiB, HK "Normal"). Takuii mepexic Moxe
MPU3BECTH JO TOro, IO MOACHbh Oyle CXWiIbHA TINEpAIarHOCTUKU (TepeadadaT
XxBopoOy TaM, jie ii HeMae).

Jist BupiteHHs 1iei mpooemMu O0yiI0 3aCTOCOBAHO CTPATETiI0 ayrMeHTaIlli TaHuX
(Data Augmentation) mig yac HaBuaHHs. Jlo HaBuanbHOI BUOIpKku kiacy '"Normal"
JTUHAMIYHO 3aCTOCOBYBAJIUCH TaKi MEPETBOPCHHS:

— BunagkoBuii moBopoT (Random Rotation): £10 rpaayciB, mo0 eMysIrOBaTH
HEBEJIMKHUI HAXWJI MAIll€HTa;

— wmacmradyBanHg (Random Zoom): 30iumbmenuss a0 10%, mo6 HaBYuTH

MOJIeTIb PO3ITI3HABATH MATEPHU HE3aJIEKHO Bil pO3MIPY TPYIHOT KITITKH;
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— ropusoHTasbHe BiRepkaneHHs (Horizontal Flip): He 3actocoByerbes,
OCKIJIbKH CepIie JIOJUHU 3HAXOIUTHCS 3I1iBa, 1 A3EpKajbHE BiIOOpaKEHHS CTBOPHUIIO O
AHATOMIYHO HEKOPEKTHUHN 3HIMOK (JIEKCTPOKap/il0);

— 3MiHa SCKPaBOCTI/KOHTPACTy: JIJIi €MYJISIii PI3HUX HaJalllTyBaHb PEHTIE€H—
arnaparis;

3acTocyBaHHS IIUX METOJIB JO3BOJIMIO IITYYHO 30ajaHCyBaTH Habip JaHUX Ta

MIJBUIIUTH y3araJibHIOBAJIbHY 37aTHICTh 3rOPTKOBOI HeHpoHHOI Mepexi ResNet18.
4.2 Pe3yJbTaTH HABYAHHSA MO/iesieill Ta MOPiBHSVIbHUI aHAJII3

Y 1mpoMy MiIpO3AUTT HABEACHO PE3YJbTaTH EKCHEPUMEHTAIBHOI  OIlIHKH
e(eKTUBHOCTI pO3pOOJIECHUX MOJIETICH MAIIMHHOTO Ta TIMOOKOTO HAaBYaHHHI.

HaBuanHs Mojenel mMpoOBOAWIIOCS 3 BHUKOPHCTAaHHSAM Kpoc—Bamijgamii Ta
BIIKJIa7eHOT TecTOBO1 BUOIpKH (20%).

J7is A1arHOCTHKY paKy Tpy/eit Oyino MOpiBHIHO €(PEKTUBHICTh TPhOX aJTOPUTMIB:
Jlorictuunoi perpecii (Logistic Regression), Bunaakosoro nicy (Random Forest) ta
I'pamiertHoro Oyctunry (XGBoost). OriHka mpoBoauiaack Ha BIAKIAAEHIM TECTOBIM

BuOipii. OTprMaHi METPUKHU HaBEACHO B Ta0d. 4.2.

Tabnuus 4.2 — Pesynbratu kinacudikariii (Breast Cancer Dataset)

Mopaeab Accuracy Precision Recall F1-Score
Logistic
. 0.3772 0.3772 1.0000 0.5478
Regression
Random Forest 0.9649 0.9756 0.9302 0.9524
XGBoost 0.9561 0.9524 0.9302 0.9412

Logistic Regression mnpoaeMoOHCTpyBajla HE3aJ0BUIbHI pe3yibratu (Accuracy
~38%). Bona kmacudikyBama Bci 3pa3ku sk no3uTuBHHHM Kiac (Recall=1.0), mo
CBITYUTH MPO HU3bKY PO3JAUIbHY 3/aTHICTh JIHIMHOI MojeNi y OaraTOBUMIpHOMY
MpocTOpi O3HaK Oe3 iX MomepeaHboi ceiekiii abo ckimaaHoi Tpancopmarii. Llen

pe3yabTaT MATBEPAXKYE, IO 3aJ€KHOCTI B JAHUX HE € JIIHIMHUMHU.
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Random Forest mokazas Haiikpamuii pe3yabTaT 3a BCIMa KIIFOUOBUMHU METPUKAMH.
Tounicte (Accuracy) cknana 96.5%, a F1-Score — 0.95. Bucoke 3nauenns Precision
(0.9756) Bkazye Ha  HU3bKY YacTKy XHUOHO-TIOBUTHBHUX  CIpallbOBYyBaHb
(rinepmiarHoctuku), a Recall (0.93) — Ha 3maTHICTD €(EKTHUBHO BHUSIBJISITH XBOPUX
MaI[l€HTIB.

XGBoost mokazaB pesynbrar, Omu3pkuii 10 Random Forest, ame Tpoxwm
MOCTYMHUBCS Y TOYHOCTI (95.6%).

JIJist Bi3yaJIbHOTO TIOPIBHSHHSA SKOCTI KiacudikaTopiB Oyno moOymoBano ROC—

kpuBi (Receiver Operating Characteristic) (muB. puc. 4.5).

ROC Curves (Tabular Models)

1.0

_,J_'

0.8

0.6

True Positive Rate

0.4

0.2

—— Logistic Regression (AUC = 0.50)
Random Forest (AUC = 1.00)
—— XGBoost (AUC = 0.99)

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Pucynoxk 4.5 — ROC—xpusi ajist Mmojeneit kinacudikaliii TaOJIMUYHUX JaHUX

Sx BumHo 3 rpadika, kpuBa Random Forest (3enena miHIS) MPOXOAUTH

HAWOIMK4Ye M0 JIIBOTO BEPXHBOTO KyTa, IO CBIAYMTH MPO HAWOUIBIIY IUIONIY ITif
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kpuBoto (AUC). e miarBepmxye BuOip Random Forest sik ocHOBHOT Mozem s
MIACUCTEMH TaOJIHUYHOI J1arHOCTHUKH.
Marpuns miyranuau (Confusion Matrix) misi Halikpaiioi Mojeill HaBeJeHa Ha

puc. 4.6.

Confusion Matrix (Random Forest)

70

Benign

True Class

-20

Malignant

-10

Benign Malignant
Predicted Class

Pucynok 4.6 — Matpuis mimytanusu amst mojeni Random Forest

3 Marpulll BUAHO, IO MOJENb JIOMYCTHJIA JIUIIE KIJIbKa MOMMJIOK Ha TECTOBIN
BUOIPIIL, 1110 € MPUUHITHUM PIBHEM JJII CUCTEMU MIATPUMKU IPUIHATTS PIIICHb.

JI7is MiarHOCTUKY MMHEBMOHIT BUKOPHUCTOBYBAJIaCh 3rOPTKOBA HEWPOHHA Mepexa
ResNet18. [Ipoiec Hapuanns mozeni TpuBaB 10 emnox. JluHamika 3minu GyHKIIIi BTpaT
(Loss) Ta TounocTti (Accuracy) Ha HaBUaJlbHIN Ta BajijamiiHii BUOIpKax HaBeIeHA Ha

puc. 4.7.
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Training and Validation Loss Training and Validation Accuracy
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—— Train Loss —— Train Acc
0.8 —— Val Loss 095 Val Acc
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Pucynox 4.7 — JIlunamika HaB4aHHS HEHPOHHOI Mepexi: (a) DyHKIis BTpaT; (0)

TouHiCTh

AnHaniz rpadikiB moka3ye cTaOuIbHE 3HWKEHHS (YHKII BTpAaT Ta 3pPOCTaHHS
toyHocTi. Ha 8-9 enoci cnoctepiraerbcst ctadimizaiisi METpUK (BUXiJ Ha IJIATO), LIO
CBITYUTH PO JOCSITHEHHsS ONTUMyMYy. BamigariiiHa TOUYHICTH (CHHA JIiHIA) JOCSTIa
piBHS 91%, 1110 € BUCOKUM MOKA3HUKOM JJIs 33J1a4 MEJUYHOI Bizyamizali. BicyTHICTh
3HAYHOTI'O PO3PUBY MK KpPHMBUMHU HaBYaHHS Ta Bajijaulli CBIIYUTH PO BIJACYTHICTh
CyTT€eBOrO nepeHaBuans (overfitting).

EdexTuBHICTh MO/ENI HAa HE3AJIEKHOMY TECTOBOMY HAOOp1 JaHUX OI[IHIOBAJIACh

3a oroMororo ROC—kpuBoi (1uB. puc. 4.8).
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ROC Curve (ResNet18 Classifier)

1.0 .

7’
7’
7’
7
7’
7
7’
7’
i~
0.8 //
7’
7’
7’
7’
7’
7’
7’
o7

[0
.= 7’
@ 06 ot
[%2]
g 7
() /,
g .~

0.4 //

7’
7’
7’
7’
7’
7’
»*
3
0.2 rd
7’
7’
7’
7’
7’
7’
2
P ROC curve (AUC = 0.98)
00 ¢
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Pucynox 4.8 — ROC—kpusa ninst mozeni ResNet18

[Tmoma mix kpuBoro (AUC) ckimana 0.98 Ha TecToBiit miaBUOIPIN, IO CBIIYUTH
PO BIIMIHHY PO3AUIbHY 3/IaTHICTh KJIacH(pikaTopa

Martpuns rrytanunu (auB. puc. 4.9) neranizye NIOMUIKA MOJEI.
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Confusion Matrix (ResNet18)
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Pucynok 4.9 — Matpuus mmyranunu st ResNet18

Mopens mNpoAeMOHCTpYBaJla BHCOKY UyTIMBICTH (Sensitivity) 10 Kiacy
"Pneumonia", 110 € KPUTUYHO BAXKIMBUM JIJIS1 CKPHHIHTOBUX CHCTEM, OCKUTBKH MPOITYCK
xBopoOu (False Negative) mae HaGaraTo Baxx4i HACHiAKH, HDK TMOMUJIKOBA IiI03pa

(False Positive).
4.3 llopiBHsIbHUI aHAJI3 MeTOAIB XAl

Y Xxoii poboTu Oyn0 BMKOPHCTAHO TPHM pi3HI MeTOAM iHTepHpeTamii. Ix

MOPIBHSHHA HaBeIEeHO y Tabn 4.3.
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Tabnuus 4.3 — [lopiBHSIHHSI BUKOPUCTAHUX METOIB XAl

MeTon Tun Cdepa dopmat IepeBaru
MOSICHEHHSI | 3aCTOCYBAHHA BHBOY
TeopeTnano
I'no6anbHU/ o OOI'pYHTOBaHMH,
SHAP Tabnuuni maxi Waterfall Plot
JloxanpHUN ITOKA3y€ TOYHUI BHECOK
O3HaK
_ [IBuakuit, 3po3yMinuii
LIME | JlokanpHuil | YHiBepcaabHUIl Bar Chart _
IHTYITUBHO
Bizyanizye yBary
Grad— 300paskeHHs HeHpoMepexKi, He
JloxanbHun Heatmap .
CAM (CNN) notpedye 3MIHU
apXITeKTypHu

4.4 Anaii3 sikocTi nosicHenb Ha mpukJjaaax (Case Studies)

Jlist Bamigariii iHTEpIPETOBAHOCTI CHUCTEMH Ta JEeMOHcCTparlii ii poOoTu B
peabHUX yMOBax OyJi0 MPOBEJCHO SKICHUN aHali3 MPOTHO3IB HAa OKPEMUX TECTOBHX
3pa3kax. lleil eram € KPUTHUYHO BAXKIMBHUM, OCKIUIBKH JI03BOJISIE TEPEBIPUTH, YU
0a3yr0ThCA PIllIEHHS MOJIEI Ha MEIUIHO OOIPYHTOBAHUX O3HAKaX, a HE Ha BUIIAKOBHUX
mymax 4u apredaxkrax 300pakxeHHs.

[Tepuuii mpakTUUHUM Keiic, BigoOpaxkeHuit Ha pucyHky 4.10, imocTpye npukian
BIPHO1 JIarHOCTUKH OaKTepiaibHOI MHEBMOHII, M0 KIACU(]PIKYeETbCS SK 1CTUHHO
MO3UTUBHUM pe3yibTaT. OO0'€KTOM MOCHIKEHHS CTaB Malli€HT 3 11eHTU(]IKATOpOM
PNEUMONIA personl0 virus 35, skuif HaJeXuTh 10 TeCTOBOi BHOiIpku. BXimHi maHi
MPEACTABISUIA COO0I0 PEHTTEHIBCHKUN 3HIMOK T'PYHOI KJIITKH, JIe YITKO MPOIIISIAIUCs
XapaKTepHI 3aTEMHEHHS B MpaBiil JiereHl. 3a MiJICYMKaMHU aHalli3y MOJIEJIb BIIEBHEHO
chopmysana nporao3 PNEUMONIA 3 imoBipHicTIO 99.66%, 1110 CBITYUTH PO BUCOKY

TOYHICTb PO3Mi3HABAHHS MATOJIOT1l y TAHOMY BUIAJIKY.
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¢, Dragand f'mpﬁlie bt ) Browse files Original Image Grad-CAM Explanation
" Limit 200MB per file« JPG
. Heatmap highlights regions important for the prediction.

PNEUMONIA_personl00_bacteri... 75.6K8 % : i
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99.66%

Pucynok 4.10 — Bizyasmizaliis yBaru HelpoMepeski Ui MalieHTa 3 THEBMOHIEIO

Sx Buano 3 puc. 4.10, anroputm Grad—CAM BuainuB 061acTh y MpaBiii HIKHIN
noi  JiereHi (uepBoHa 30Ha). lle cmiBmajgae 3 PEHTTCHOJOTIYHMMH O3HAKaMH
KOHCOJIJaIii JIeTeHeBOI TKAaHWHHM, XapakTepHUMHU [UIsl  3amajeHHa. Mojaenb
MpOIrHOpyBajia  370pOBI  AUIAHKK  (JMiBy JiereHro) Ta  (oHOBI  apTedakTtu,
c(hOKyCyBaBIIUCh CaMe Ha MaTOJIOT1i.

BucHoBOK: MOzenp MpuitHsIa BipHE PIIICHHS] HA OCHOBI MPABUJIBHUX Bi3yaJIbHUX
o3Hak. [HTepnperalis maTBepKy€e MEIUYHY BaJIITHICTh TPOTHO3Y.

Hpyruii po3TIsSHYTHH KEHC TPHUCBAYEHO BHUSBICHHIO €(PEKTy «HaBYaHHS Ha
ckopoueHHAx» abo Shortcut Learning, Bi3yanizaiiiro SKOro HaBEJCHO Ha PUCYHKY 4.11.
Le#t mpukiaa MIAKPECTIOE BaXJIMBY O0COOJIMBICTH MeTomiB XAl, skl B OKpeMHx
BUIAJKaX JO3BOJISIOTH BUSBUTH CHaOKi Micusi ab0 MPUXOBaHI yHEpeKEHHS MOJAENi
HaBITh 32 YMOBH (pOPMaAJILHO MPABHILHOTO MTPOTHO3Y.

Sk BxigH1 gaHi OyJI0 BUKOPUCTAHO 3HIMOK MaIli€HTa 3 (PAaKTUYHUM J11aTHO30M
PNEUMONIA. Cucrema ompaifoBaia 300paXeHHS Ta BHAala MPOTHO3 HASBHOCTI
ITHeBMOHIi 3 Maike aOCOIIOTHOI BIIEBHEHICTIO Ha piBHI 99.99%. Opnak BHCOKa
TOYHICTh y IIbOMY BUIQJKy BUMAarae ACTAIbHOI MePEBIPKU MPUYNH MPUAHATTS PIIICHHS

AJTOPUTMOM.
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Heatmap highlights regions important for the prediction.
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Pucynok 4.11 — I[Ipuknaa ¢poxycyBaHHs MOJIesi Ha KICTKOBUX CTPYKTypax

(Shortcut Learning)

Ha puc. 4.11 temoBa kapra mokasye, 110 MOJEJb 3BEpPTa€ OCHOBHY YyBary Ha
KJIIOUMIIl Ta 30BHIIIHI KOHTYpU TpPYJHOI KIITKHM, a He Ha JjereHesl mnoms. lle €
npukiaagoM "Shortcut Learning" — HelipoMepeka BUBYWIA, IO Ha 3HIMKAaX 3I0POBHX
JOJIeN 4acTo Kpallle BUJIHO KICTKU (depe3 OCOOJMBOCTI HaJallITyBaHHs amapary ado
Mo3y MaIflieHTa), 1 BAKOPUCTOBYE I1€ K "NMerkuid nuisix" s kiacudikarii.

BucHOBOK: X04a mMpPOTHO3 BIpHMIA, JIOTiKa MOJAENI € pHU3UKOBaHOW. be3
3actocyBanHa XAl 111 npo6iema 3anumnmiacs 6 HEMOMIYEHO0, [0 MOTJI0 O MPU3BECTU
JI0 TOMHUJOK Ha 3HIMKax 3 IHIIOro oOjagHaHHA. lle J0BOAWUTH HEOOXIIHICTH
MOTAJTBIIIOTO JTOHABUYAHHS MOJIEINI 3 OUTBII arpeCUBHOIO ayTMEHTAITIEI0 TaHUX.

TpeTiit mpakTHUHHI Ke¥C 30cepe/HKEHO Ha aHali31 ()aKTOPiB PUHMKY PaKy Ipyaei
13 3acTocyBaHHSAM TaOMWMYHMX JaHuUX Ta wMeromy SHAP, Bisyamzaiiro 4oro
MpeACTaBIeHO Ha pUCYHKY 4.12. Jlng nocmimkeHHs Oyino oOpaHO mallieHTa 3
inenTudikamiitnum HomepoMm 842302, sSKuif BXOAUTH IO TECTOBOI BUOIpKH HaOOpPy
nanux Breast Cancer. 3a pe3ynbraTaMu OOpOOKHM BXIHHX IapaMETpiB CHCTEMa
kinacudikyBana meil Bumagok sk Malignant, 1o BiJAMOBiJa€ HASBHOCTI 3JI0SIKICHOI

IMYyXJIMHU.
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fix)

1.9 = perimeter_worst

20.01 = radius_worst

texture_worst m
concave points_mean
17.57 = radius_mean

»5.1 = area_mean . +0.04
61.1 = area_se . +0.04
texture_mean —0.03 .
21 other features

T T T T T T T

0.4 0.5 0.6 0.7 0.8 0.9
E[fIX)] '

Pucynox 4.12 — [losicHeHHs POTHO3Y JJ1sI KOHKPETHOTO MAIlIEHTa METOIOM

SHAP

I'padix—Bomocnan (quB. puc. 4.12) no3Bosisie AeTaNi3yBaTH MPUYUHHU MPOTHO3Y.
baszose 3nauennst moneni (Base Value) 3mintyerbes B Gik BUCOKOi MMOBIPHOCTI paKy.
Haiibinpmmii BKJaJ BHOCUTH O3HaKa area worst (uepBoHa cmyra, +0.14 mo moriry).
Bucoke 3HaueHHS LBOro mHapaMeTpy € CUJIbHUM MapKEepOM HEPIBHOMIPHOCTI MEX
KIITUHHOTO sifipa. O3Haka texture worst (CUHSA cMyTa) JIEII0 3HMXY€E WMOBIPHICTD, aje
il BIUITMB MEPEKPUBAETHCS T€OMETPIEIO KITITUHHU.

BucHoBOK: cucTema A03BOJISIE JIIKaprO0 HE JMIIE MOOAYUTH PUBMK pakKy, a i
3pO3yMiTH, sIKI came MOpPQOJOTiyHI 3MIHM KJIITHH BUKIWKAIU TPHUBOTY (B AaHOMY

BUITAJIKY — YBITHYTICTh KOHTYPIB), IO JI03BOJIsIE OOIPYHTYBATH HEOOXITHICTh O10TICIi.
BuchoBku 10 po3ainy 4

VY yerBepTOMY PO3/ILJII MPOBEACHO KOMIUIEKCHE €KCIIEPUMEHTATIBHE TOCI1KEHHS

PO3pO0IEHOI CUCTEMH IHTEpIIpETAallli Ha ABOX PI3HOPIAHUX HA0Opax MEAMYHUX JTAHUX:
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Ta0MMYHUX JIaHUX JlarHOCTUKU paky rpynei (Breast Cancer Wisconsin) Ta
peHTreHiBchkux 3HiMKax mHeBMOHII (Chest X-Ray).

JIyist TAOMYHKUX JaHUX aHCamMOJIeBl METOJIM MTPOJIEMOHCTPYBAJIM 3HAUYHY TIepeBary
Hax miHidAHEME. Mogenr Random Forest mocsrima nHaiiBumoi TouHocti (96.5%) Ta
noka3zHuka F1-Score (0.95), 3HauHO BHIEpeAuBIIN JIOTiICTHYHY perpecito (38%), 110
MIATBEPKYE HENHIMHY NPUPOIY MEIUYHUX JIaHUX 1 BUIPABIOBYE BUKOPUCTAHHS
CKIIQTHUX «IOPHUX CKPHUHBOKY.

st anamizy 300paxkeHb Mojenb ResNetl8, monaByena wmeromom Transfer
Learning, noka3ana BUCOKY Bajifauiiny To4yHIicTh (91%) Ta miomy mig ROC-kpuBoro
(AUC = 0.98). Moxenp npoaeMOHCTpyBajia BIJICYTHICTb CYTTEBOrO IE€pEeHaBYAHHS,
BUXOIAYM Ha IIJIATO BXKe Ha 89 emoci.

JloBe1eHO KpUTHUYHY Ba)KJIMBICTh Bi3yallizallli yBaru Heilpomepexi. Y kemci Nel
cUCTEMa BIPHO 1JIeHTU(DIKyBala MHEBMOHIIO, MiJACBITUBIIN 30HY KOHCOJIAAIlT B MpaBii
JIETeHi, 110 301raeThCst 3 PaIi0JIOTIYHUMHU O3HAKAMH.

VYV xedici Ne2 3zaBmsku Grad-CAM Oyno BUKPUTO e(EKT «HaBYaHHS Ha
CKOPOUYEHHSX», KOJM MOJeNb TMpuiiMalia TMpaBWIbHE pillleHHsA, O0a3yluuch Ha
HEKOPEKTHHUX O3HaKaxX (KICTKOBHX CTPYKTYpax KIIOUYHWLb 3aMICTh JIET€HEBOI TKAHUHH).
Ile miaTBEpMKYE, IO BUCOKA METpHUKA Accuracy cama mo coOi He TapaHTy€e HaIiHHOCTI
cucteMu 6e3 Bi3yallbHOI Bepu(iKallii JOTIKH.

s tabmmuanx gannx meron SHAP (Waterfall plot) mo3BonuB nekoMIio3yBaTH
MpPOTHO3  PU3UKY  paKy, BUIUIMBIIM  KJIIOYOBI  MOP(QOJIOTIYHI  MapKepu
(manpuknan, area_worst, concave points), 1o Hajae JiKapro 3po3ymiie OOTpyHTYBaHHS
HEOOX1IHOCTI O10IICI].

Oco6nuBy yBary Oyno npuaiieHo metpuili Recall (UytnuBicts), sika ayig mojaent
ResNetl8 ta Random Forest mepeBummmna 0.93. Lle € KpUTUYHO BaXKIMBUM TSt
MEIUYHUX CHUCTEM CKpHUHIHTY, J¢ MiHIMI3alisl XUOHO-HETaTUBHUX PE3yJIbTaTiB

(mpomycKy XBOPOOH) € IPIOPUTETOM.
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BUCHOBKH

VY xoxai BUKOHaHHS KBanmiikamiiHoi poboTu Oyno ycmimHO chopMoBaHa Ta
OOrpyHTOBaHAa TEOPETUKO—METOMOJIOTIuHA 0a3a A pO3pOOKH CHUCTEMH IHTEpIpeTarlii
MEIUYHUX JIIarHOCTUYHHUX MOJIENe Ha OCHOBI MeTOIB XAl.

Hoseneno, mo XAl € He TMpOCTO TEXHIYHUM BJIOCKOHAJICHHSM, a HEOOXiTHOIO
YMOBOKO JUIsl KJiHIYHOro BrpoBajkeHHs Il y BHCOKOpHU3MKOBHX JOMEHaX, WO
JTUKTY€EThCS €TUYHUMH BUMOTaMu Ta 000B’sI3KOBUMH perynstopaumu Hopmamu (EU Al
Act, FDA).

Po3po6ieno apxitekrypy XAI Orchestrator, 1o cKiIagaerbcss 3 II'ATH
(GYHKIIOHATBFHUX MOJYJIB, 37aTHUX €()EeKTUBHO KepyBaTH MYJbTUMOJATHLHUMU
KIHIYHUMH JaHAMH, 3a0€3Medyloud MpH IIbOMY MAacIITa0OBaHICTh Ta IHTErpariio 3i
3BOPOTHHM 3B’SI3KOM BiJI KJIIHIITUCTIB.

OOrpyHTOBaHO 3aCTOCYBaHHs TiOpHIHOI MOCT—XOK cTparerii XAl, ska moennye
metonu Grad—CAM (s Bi3yasmizamii yBard MOJENi Ha MEAMYHUX 300pa)KEHHSX) Ta
SHAP/LIME (1151 mosicHeHHsI BHECKY YHCTIOBUX Ta CTpykTypoBaHux nanux EHR).

[linTBEpHKEHO KPUTUYHY BAXJIMBICTh KUIBKICHOT OILIHKHA $IKOCTI TOSCHEHb.
3anpononoBaHo BukopuctoByBatu MeTpuku Fidelity Ta Robustness as 3abe3nedeHHs
toro, mo6 XAl-mosicHeHHs OynuM HaJIWHUMU Ta KOPEKTHO BHUKOHYBAIHM (DYHKIIIIO
KaiOpyBaHHS JOBIPH Y JIKapst 10 J1aTrHOCTUYHOTO PIIICHHS.

OTpumMaHi  pe3ynbTaTh  MOBHICTIO  BUKOH&JIM  IIOCTaBJIECHI  3aBJaHHS
MepeAaTecTalliiiHOI MPAKTUKW, CTBOPHUBIIM BCEOIYHY TEOPETUYHY Ta METOJOJIOTIYHY
OCHOBY JIJIsl TOJIAJIBIIOT MPAKTUYHOT PO3POOKHU Ta peasizallii iHTeIeKTyaaIbHOI CUCTEMH.
Cucrema 3a0e3neunTh Mpo30opicTh pimieHb MeauuyHoro HII, mo e kmodoBuM Juis
MIJBUIIEHHS JOBIPH, MIHIMI3alli PU3MKIB Ta YCHIIIHOTO BIPOBAJKEHHS TEXHOJOTIN
IITYYHOTO 1HTEJEKTY B KIIHIYHY MPAKTHUKY.

VY kBamidikamiifHiii poOOTI BUPIMIEHO aKTyajJbHY HAyKOBO—TIPUKIATHY 3a1ady
PO3pOOKH cUCTeMH 1HTepIIpeTallii pimenb meauunoro 1.

Teopernunuii aHaii3 mMoka3aB, IO MpoOieMa '"4OpPHOro AlUKa" € TOJIOBHUM

O0ap'epom mins BupoBamkeHnHs IIII. Perynstopri Bumorm (EU Al Act) poGaste
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IHTEPIPETOBAHICTh 0OOB'I3KOBOIO.

MeTrononoriyHo  OOIPYHTOBAHO  BUKOPUCTaHHS  TIOPHAHOIO  MIJXONY:
SHAP/LIME nns ctpykrypoBanux nanux ta Grad—CAM s BizyansHux. Lle qo3Bosse
MTOKPUTH BECH CIIEKTP MEAUYHOI 1HPOpMaIi.

[Tporpamuo peamizoBano cucreMy XAl Orchestrator Ha 6a3i Python Ta Streamlit.
Cucrema miaTpuMye MOBHUM IUKIT: BiJ] 3aBaHTAXKEHHSA JJAHUX JI0 Bi3yasi3ailii MOsICHEHb.

ExcriepuMeHTanbHO MiATBEPIKEHO €(PEeKTHUBHICTH CHUCTeMH. Mojeni AocAriv
BUCOKOI TOYHOCTI (>90%), a meTonu XAl 103BONMMIIM YCHIIITHO BalilyBaTy MPaBUIIbHI
pIIEHHS Ta, U0 HAWBAXKJIMBIIIE, BUSBUTH MPUYMHU MOMUIIKOBHUX pillIeHb (A€OArruHr
MOJIe]Il).

[IpakTUyHa MIHHICTE POOOTU MOJATAE Y CTBOPEHHI pOOOUYOTO MPOTOTHILY, SIKUN
MOKe OyTH BUKOPHUCTAHUU K OCHOBA JJISI CTBOPSHHS MMOBHOIIIHHUX CHCTEM IIATPUMKH
NpUHHATTS JiKapcbkux pimeHs (CDSS) HOBOro MOKOIIHHS — MPO30pUX, HATIWHUX Ta

CTHYHHX.

2025 p. Crunanernko Ceprii



Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 85
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

HEPEJIIK JZKEPEJI IIOCUJIAHHA

1. Christoph Molnar. Interpretable Machine Learning: A Guide for Making
Black Box Models Explainable. 2nd Edition. Independently published, 2022. 329 p.

2. Denis Rothman. Hands-On Explainable Al (XAI) with Python: Interpret,
visualize, explain, and integrate reliable Al for fair, secure, and trustworthy Al apps. 1st
Edition. Packt Publishing, 2020. 520 p.

3. Pradeepta Mishra. Practical Explainable Al Using Python: Artificial
Intelligence Model Explanations Using Python-based Libraries. Apress, 2021. 267 p.

4. Sebastian Raschka, Yuxi (Hayden) Liu, Vahid Mirjalili. Machine Learning
with PyTorch and Scikit-Learn. Packt Publishing, 2022. 774 p.

5. Aurélien Géron. Hands-On Machine Learning with Scikit-Learn, Keras, and
TensorFlow. 3rd Edition. O'Reilly Media, 2022. 856 p.

6. Francois Chollet. Deep Learning with Python. 2nd Edition. Manning
Publications, 2021. 504 p.

7. Eli Stevens, Luca Antiga, Thomas Viehmann. Deep Learning with PyTorch.
Manning Publications, 2020. 524 p.

8. Tyler Richards. Getting Started with Streamlit for Data Science: Create and
Deploy Streamlit Web Applications from Scratch. Packt Publishing, 2021. 250 p.

9. Eric Topol. Deep Medicine: How Artificial Intelligence Can Make Healthcare
Human Again. Basic Books, 2019. 400 p.

10. Andreas Holzinger. Medical Explainable Al (XAI): Techniques, applications,
and challenges. Springer, 2022. 350 p.

11. Wes McKinney. Python for Data Analysis: Data Wrangling with pandas,
NumPy, and Jupyter. 3rd Edition. O'Reilly Media, 2022. 550 p.

12. Jake VanderPlas. Python Data Science Handbook: Essential Tools for
Working with Data. 2nd Edition. O'Reilly Media, 2022. 548 p.

13. Luciano Ramalho. Fluent Python. 2nd Edition. O'Reilly Media, 2022. 1014 p.

14. Adrian Rosebrock. Deep Learning for Computer Vision with Python.
PyIlmageSearch, 2017. 400 p.

2025 p. Crunanernko Ceprii



Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 86
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

15. Ian Goodfellow, Yoshua Bengio, Aaron Courville. Deep Learning. MIT Press,
2016. 800 p.

16. Matt Harrison. Effective Pandas: Patterns for Data Manipulation. Treading on
Python, 2021. 377 p.

17. Brett Slatkin. Effective Python: 90 Specific Ways to Write Better Python.
Addison-Wesley Professional, 2019. 480 p.

18. Andriy Burkov. The Hundred-Page Machine Learning Book. 2019. 160 p.

19. Scott M. Lundberg, Su-In Lee. A Unified Approach to Interpreting Model
Predictions. Neural Information Processing Systems (NIPS), 2017. 10 p.

20. Marco Tulio Ribeiro, Sameer Singh, Carlos Guestrin. "Why Should I Trust
You?": Explaining the Predictions of Any Classifier. ACM KDD, 2016. 10 p.

21. Ramprasaath R. Selvaraju. Grad-CAM: Visual Explanations from Deep
Networks via Gradient-based Localization. ICCV, 2017. 9 p.

22.Kaiming He, Xiangyu Zhang, Shaoqing Ren. Deep Residual Learning for
Image Recognition (ResNet). CVPR, 2016. 12 p.

23. Cynthia Rudin. Stop Explaining Black Box Machine Learning Models for
High Stakes Decisions and Use Interpretable Models Instead. Nature Machine
Intelligence, 2019. Vol. 1. P. 206-215.

24. Finale Doshi-Velez, Been Kim. Towards A Rigorous Science of Interpretable
Machine Learning. arXiv preprint arXiv:1702.08608, 2017. 13 p.

25. Amina Adadi, Mohammed Berrada. Peeking Inside the Black-Box: A Survey
on Explainable Artificial Intelligence (XAI). IEEE Access, 2018. Vol. 6. P. 52138—
52160.

26. European Commission. Ethics Guidelines for Trustworthy AI. High-Level
Expert Group on Artificial Intelligence, 2019. 41 p.

27. SHAP Documentation: BeOCaNT.
URL: https://shap.readthedocs.io/en/latest/ (mara 3eepaenns: 21.07.2025).
28. LIME Documentation: BeOCaiT. URL: https://lime-

ml.readthedocs.io/en/latest/ (nata 3epuenns: 22.07.2025).

2025 p. Crunanernko Ceprii


https://shap.readthedocs.io/en/latest/
https://lime-ml.readthedocs.io/en/latest/
https://lime-ml.readthedocs.io/en/latest/

Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM R7
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

29. Streamlit Docs: BeOcaitt. URL: https://docs.streamlit.io/ (maTa 3BepHEHHS:
25.07.2025).

30. PyTorch Documentation: BeOCaiT.
URL: https://pytorch.org/docs/stable/index.html (naTa 3Bepuenns: 05.08.2025).

31. Scikit-learn User Guide: BeOCaMT. URL: https://scikit-
learn.org/stable/user guide.html (nara 3sepuenns: 12.08.2025).

32. OpenCV Documentation: BeOcait. URL: https://docs.opencv.org/4.x/ (mara
3BepHeHHs: 20.08.2025).

33. Pandas Documentation: BeGcaiit. URL: https://pandas.pydata.org/docs/ (mara
3BepHeHHs: 15.09.2025).

34. The EU Artificial Intelligence Act: BeOCaiT.
URL: https://artificialintelligenceact.eu/ (nata 3Bepuenns: 28.09.2025).

35. FDA. Artificial Intelligence and Machine Learning (AI/ML)-Enabled Medical
Devices: Be6caitt. URL: https://www.fda.gov/medical-devices (mara 3BepHEHHS:
10.10.2025).

36. Breast  Cancer  Wisconsin  (Diagnostic)  Data  Set:  BeOcair.
URL: https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(diagnostic) (mat
a 3BepHeHH: 22.10.2025).

37. Chest X-Ray Images (Pneumonia) Dataset: BeOCaiT.
URL: https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia  (marta
3BepHeHHs: 22.10.2025).

38. Captum Model Interpretability Library: BeOCaiT.
URL: https://captum.ai/ (gata 3Bepuenns: 05.11.2025).

39. Python 3.12 Documentation: Be6caiit. URL: https://docs.python.org/3/ (nara
3BepHeHHs: 15.11.2025).

2025 p. Crunanernko Ceprii


https://docs.streamlit.io/
https://pytorch.org/docs/stable/index.html
https://scikit-learn.org/stable/user_guide.html
https://scikit-learn.org/stable/user_guide.html
https://docs.opencv.org/4.x/
https://pandas.pydata.org/docs/
https://artificialintelligenceact.eu/
https://www.fda.gov/medical-devices
https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(diagnostic)
https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
https://captum.ai/
https://docs.python.org/3/

Kadenpa inrenexTyanabHuX iHPOpPMALIHHIX CUCTEM 88
Cucrema iHTepOpeTanii MeANYHHUX TIarHOCTUYHUX MOJIeel Ha OcHOBI MeToiB XAl

JTOJATOK A

IIporpamuuii KOA 3aCTOCYHKY

src/app.py

python
import streamlit as st

import pandas as pd
import numpy as np
import joblib
import shap
import matplotlib.pyplot as plt
from PIL import Image
import torch
from torchvision import transforms, models
import cv2
from  xai utils import  get shap explainer, calculate shap values, get lime explainer,
explain_instance lime
from gradcam_utils import GradCAM, overlay cam
# Set page config
st.set_page config(page title="XAI Medical Diagnosis", layout="wide")
@st.cache_resource
def load tabular resources():
# Load models
models = {
"Logistic Regression': joblib.load('models/logistic_regression.pkl"),
'Random Forest': joblib.load('models/random_forest.pkl'),
"XGBoost': joblib.load('models/xgboost.pkl')
}
# Load scaler
scaler = joblib.load('models/scaler.pkl')
# Load data
X test =pd.read csv('models/X _test.csv')
y_test = pd.read _csv('models/y test.csv')
return models, scaler, X test, y test
@st.cache_resource
defload image model():
device = torch.device("cuda:0" if torch.cuda.is_available() else "cpu")
model = models.resnetl 8(pretrained=False)
num_ftrs = model.fc.in_features
# Assuming 2 classes: NORMAL, PNEUMONIA
model.fc = torch.nn.Linear(num_ ftrs, 2)

# Load weights if exist, else return None (or handle gracefully)
try:

model.load state dict(torch.load('models/resnet18 chest xray.pth', map location=device))
except FileNotFoundError:

return None

model = model.to(device)
model.eval()
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return model
tabular models, scaler, X test, y test =load tabular resources()
image model = load_image model()
st.title("  Intelligent Medical Diagnostic System (XAI)")
st.markdown("""
This system uses Machine Learning to predict breast cancer diagnosis and **Explainable Al (XAI)**
to interpret the results.
Now includes **Chest X-Ray Pneumonia Detection®*!
"""
# Modality Selection
modality = st.sidebar.radio("Select Modality", ["Tabular Diagnosis (Breast Cancer)", "Image
Diagnosis (Pneumonia)"])
if modality == "Tabular Diagnosis (Breast Cancer)":
# Sidebar
st.sidebar.header("Configuration")
model name = st.sidebar.selectbox("Select Model", list(tabular models.keys()))
selected model = tabular_models[model name]
# Patient Selection
st.sidebar.subheader("Patient Data")
patient_index = st.sidebar.number input("Select Patient Index (from Test Set)", min_value=0,
max_value=len(X test)-1, value=0)
# Get patient data
patient_data = X_test.iloc[patient_index]
actual diagnosis = "Malignant" if y test.iloc[patient index].values[0] == 1 else "Benign"
st.sidebar.write(f"**Actual Diagnosis:** {actual diagnosis}")
st.sidebar.dataframe(patient data)

# Main Content
coll, col2 = st.columns([1, 2])
with coll:

st.subheader("Prediction")

# Preprocess input if needed
if model name == 'Logistic Regression':
input_data = scaler.transform([patient data])
else:
input_data = [patient data]

# Predict
prediction = selected model.predict(input_data)[0]
probability = selected model.predict proba(input data)[0][1]

pred label = "Malignant" if prediction == 1 else "Benign"
color = "red" if prediction == 1 else "green"

st.markdown(f"<h2 style='color: {color}">{pred label}</h2>", unsafe allow html=True)
st.metric("Probability of Malignancy", f" {probability:.2%}")

st.info("Navigate to the tabs on the right to see WHY this prediction was made.")
with col2:

st.subheader("Model Interpretation")

tabl, tab2, tab3 = st.tabs(["SHAP (Local)", "LIME (Local)", "Global Importance"])
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with tabl:

st.markdown("### SHAP Explanation")
st.write("SHAP values show the contribution of each feature to the prediction.")

# Calculate SHAP
explainer = get_shap explainer(selected model, X test)

# SHAP values for this instance
if model name == "Logistic Regression':
shap values = explainer.shap values(input_data)
else:
shap values = explainer.shap values(pd.DataFrame([patient_data]))

# Handle shape issues
if isinstance(shap_values, list):
sv = shap_values[1][0]
elif len(shap values.shape) == 3:
sv = shap_values|O0, :, 1]

else:

sv =shap_values[0]
# Waterfall plot
try:

fig, ax = plt.subplots()
shap.plots.waterfall(shap.Explanation(values=sv,

base values=explainer.expected value[1]  if  isinstance(explainer.expected value, list)  or
isinstance(explainer.expected value, np.ndarray) else explainer.expected value, data=patient data,
feature names=X test.columns), show=False)

show=False)

st.pyplot(plt.gcf())
plt.clf()

except Exception as e:
st.error(f"Could not generate waterfall plot: {e}")
st.write("Fallback to standard bar plot:")
fig, ax = plt.subplots()
shap.summary plot(shap values, pd.DataFrame([patient data]), plot type="bar",

st.pyplot(fig)
plt.clf()

with tab2:

st.markdown("### LIME Explanation")
st.write("LIME fits a local linear model around the instance to explain it.")

lime_explainer = get lime explainer(X test, X test.columns)
exp = explain_instance lime(lime explainer, patient_data,

selected model.predict_proba)

# Display LIME plot

fig = exp.as_pyplot_figure()
st.pyplot(fig)

plt.clf()

with tab3:
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st.markdown("### Global Feature Importance")
st.write("Which features are most important for the model overall?")

if model name == "Logistic Regression':
# Coefficients
coefs = pd.DataFrame({'Feature': X _test.columns, 'Coefficient":
selected model.coef [0]})
coefs = coefs.sort_values(by='Coefficient', ascending=False)
st.bar_chart(coefs.set_index('Feature'))

else:
# Feature importance
importances =  pd.DataFrame({'Feature': = X test.columns, 'Importance':
selected model.feature_importances_})
importances = importances.sort_values(by="Tmportance’',

ascending=False).head(10)
st.bar _chart(importances.set index('Feature'))
elif modality == "Image Diagnosis (Pneumonia)":
st.sidebar.header("Image Upload")
uploaded file = st.sidebar.file uploader("Upload Chest X-Ray", type=["jpg", "jpeg", "png"])

if image model is None:

st.warning("Image model not found. Please train the model first.")
elif uploaded _file is not None:

# Preprocess image

image = Image.open(uploaded_file).convert('RGB')

# Transform for model
transform = transforms.Compose([
transforms.Resize((224, 224)),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225])

D

img_tensor = transform(image).unsqueeze(0)
device = torch.device("cuda:0" if torch.cuda.is_available() else "cpu")
img_tensor = img_tensor.to(device)

# Predict

with torch.no_grad():
output = image model(img_tensor)
probs = torch.nn.functional.softmax(output, dim=1)
pred idx = torch.argmax(probs, dim=1).item()

classes = [NORMAL', 'PNEUMONIA']
pred label = classes[pred idx]
prob = probs[0][pred_idx].item()

coll, col2 = st.columns(2)

with coll:
st.subheader("Original Image")
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st.image(image, width="stretch") # Fixed deprecation warning

color = "red" if pred label == "PNEUMONIA" else "green"

st.markdown(f"<h2 style="color: {color}">{pred label}</h2>",
unsafe allow_html=True)

st.metric("Confidence", f"{prob:.2%}")

with col2:
st.subheader("Grad-CAM Explanation")
st.write("Heatmap highlights regions important for the prediction.")

# Target Class Selector
target class_option = st.selectbox(
"Explain Class:",
["Predicted Class", "NORMAL", "PNEUMONIA"]

)

if target class_option == "Predicted Class":
target idx = pred_idx

elif target class option == "NORMAL":
target idx =0

else:
target idx =1

# Generate Grad-CAM
target layer = image model.layer4[-1]
grad cam = GradCAM(image model, target layer)

cam = grad cam(img_tensor, class_idx=target idx)

# Overlay on ORIGINAL image
original np = np.array(image)
overlay img = overlay cam(original np, cam)

st.image(overlay img, caption=f"Grad-CAM for {classes[target idx]}",
width="stretch")

src/gradcam_utils.py

python

import torch

import torch.nn.functional as F
import numpy as np

import cv2

class GradCAM:

nmn

Grad-CAM implementation for ResNet-like architectures.
def init (self, model, target layer):

self.model = model

self.target layer = target layer

self.gradients = None
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self.activations = None

# Hook for gradients

target layer.register backward hook(self.save gradient)
# Hook for activations

target layer.register forward hook(self.save activation)

def save gradient(self, module, grad input, grad output):

self.gradients = grad output[0]

def save activation(self, module, input, output):

self.activations = output

def call (self, x, class_idx=None):
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# Forward pass
output = self.model(x)

if class_idx is None:
class_idx = torch.argmax(output, dim=1)

# Zero grads
self.model.zero grad()

# Backward pass

one_hot = torch.zeros_like(output)

one hot[0][class_idx] =1
output.backward(gradient=one hot, retain_graph=True)

# Get gradients and activations
gradients = self.gradients.data.cpu().numpy()[0]
activations = self.activations.data.cpu().numpy()[0]

# Global Average Pooling of gradients
weights = np.mean(gradients, axis=(1, 2))

# Weighted combination of activations
cam = np.zeros(activations.shape[1:], dtype=np.float32)
for i, w in enumerate(weights):

cam +=w * activations[i]

# ReLU
cam = np.maximum(cam, 0)

# Resize to input image size (224x224)
cam = cv2.resize(cam, (x.shape[2], x.shape[3]))

# Normalize
cam = cam - np.min(cam)

cam = cam / (np.max(cam) + 1e-8)

return cam
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def overlay cam(original img, cam, alpha=0.5):

nnn

Overlays the CAM heatmap on the original image.

nnn

# Ensure original img is float [0, 1]
img = original_img.astype(np.float32)
if img.max() > 1:

img /=255.0

# Resize CAM to match original image size

h, w

= img.shape[:2]

cam_resized = cv2.resize(cam, (w, h))

# Heatmap

heatmap = cv2.applyColorMap(np.uint8(255 * cam_resized), cv2.COLORMAP _JET)
heatmap = np.float32(heatmap) / 255

heatmap = heatmapl..., ::-1] # BGR to RGB

# Overlay
overlayed = heatmap * alpha + img * (1 - alpha)
overlayed = np.clip(overlayed, 0, 1)

return overlayed

src/xai_utils.py

python

import shap

import lime

import lime.lime_tabular

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

def get_shap explainer(model, X train):

nnn

Returns the appropriate SHAP explainer based on the model type.

nnn

model type = type(model). name

if model type in ['RandomForestClassifier', ' XGBClassifier']:

return shap.TreeExplainer(model)

elif model type == 'LogisticRegression":

else:

return shap.LinearExplainer(model, X train)

return shap.KernelExplainer(model.predict proba, shap.kmeans(X train, 10))

def calculate shap values(explainer, X instance):

nnn

Calculates SHAP values for a single instance or a batch.

nnn

shap values = explainer.shap values(X instance)

# Handle different return types of shap values (list for classifiers vs array)
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if isinstance(shap_values, list):
return shap values[1]
return shap_values
def get lime explainer(X train, feature names, class names=['Benign', 'Malignant']):

nmn

Initializes a LIME Tabular Explainer.

explainer = lime.lime_tabular.LimeTabularExplainer(
training_data=np.array(X _train),
feature names=feature names,
class_names=class names,
mode="classification'

)

return explainer

def explain_instance lime(explainer, instance, model predict proba):

nnn

Generates a LIME explanation for a single instance.
nmn
exp = explainer.explain_instance(
data_row=np.array(instance),
predict fn=model predict proba
)

return exp

src/train_image_model.py
python
import torch
import torch.nn as nn
import torch.optim as optim
from torchvision import models
import time
import os
import copy
from image loader import download image data, get data loaders
def train_model(model, dataloaders, criterion, optimizer, num_epochs=5, device='cpu'):
since = time.time()
val_acc_history =[]
best model wts = copy.deepcopy(model.state dict())
best acc =0.0

for epoch in range(num_epochs):
print(fEpoch {epoch}/{num_epochs - 1}")
print('-' * 10)

for phase in ['train’, 'val']:
if phase == "train":
model.train()
else:
model.eval()

running_loss = 0.0
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running_corrects = 0

for inputs, labels in dataloaders[phase]:
inputs = inputs.to(device)
labels = labels.to(device)

optimizer.zero_grad()

with torch.set_grad enabled(phase == "train'):
outputs = model(inputs)
loss = criterion(outputs, labels)
_, preds = torch.max(outputs, 1)

if phase == "train":
loss.backward()
optimizer.step()

running_loss += loss.item() * inputs.size(0)
running_corrects += torch.sum(preds == labels.data)

epoch_loss = running_loss / len(dataloaders[phase].dataset)
epoch_acc = running_corrects.double() / len(dataloaders[phase].dataset)

print(f {phase} Loss: {epoch loss:.4f} Acc: {epoch acc:.4f}")

if phase == 'val' and epoch_acc > best_acc:

best acc = epoch acc

best model wts = copy.deepcopy(model.state dict())
if phase == 'val"

val acc history.append(epoch acc)

time_elapsed = time.time() - since

print(fTraining complete in {time elapsed // 60:.0f}m {time_elapsed % 60:.0f}s")
print(fBest val Acc: {best acc:4f}")

model.load state dict(best model wts)

return model, val acc_history

def main():

device = torch.device("cuda:0" if torch.cuda.is_available() else "cpu")
path = download image data()

train_loader, val loader, test loader, classes = get data loaders(path, batch_size=16)

dataloaders = {'train": train_loader, 'val': val loader}

model = models.resnetl 8(pretrained=True)
num_ftrs = model.fc.in_features

model.fc = nn.Linear(num_ftrs, len(classes))
model = model.to(device)

criterion = nn.CrossEntropyLoss()
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optimizer = optim.SGD(model.parameters(), [r=0.001, momentum=0.9)

model, hist = train_model(model, dataloaders, criterion, optimizer,
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device=device)

if

__name__ ==" main__

os.makedirs("'models', exist_ok=True)
torch.save(model.state dict(), 'models/resnet18 chest xray.pth")

# Evaluate on test set
model.eval()
running_corrects = 0
for inputs, labels in test loader:
inputs = inputs.to(device)
labels = labels.to(device)
with torch.no_grad():
outputs = model(inputs)
_, preds = torch.max(outputs, 1)
running_corrects += torch.sum(preds == labels.data)

acc = running_corrects.double() / len(test loader.dataset)
print(fTest Acc: {acc:.4f}")

main()

src/train_model.py

python

import pandas as pd

import numpy as np

import os

import joblib

from sklearn.model selection import train_test split
from sklearn.preprocessing import StandardScaler
from sklearn.linear model import LogisticRegression
from sklearn.ensemble import RandomForestClassifier
from xgboost import XGBClassifier

from sklearn.metrics import accuracy_score, classification_report, roc_auc_score
from data loader import load data, preprocess_data
def train_models():
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print("Loading and preprocessing data...")
df =load data()
df = preprocess_data(df)

X = df.drop('diagnosis', axis=1)
y = df['diagnosis']

X train, X test, y train, y test = train_test split(X, y, test_size=0.2, random_state=42)
scaler = StandardScaler()
X train_scaled = scaler.fit_transform(X _train)

X test scaled = scaler.transform(X _test)

os.makedirs("'models', exist_ok=True)
joblib.dump(scaler, 'models/scaler.pkl')
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models = {
'"Logistic Regression': LogisticRegression(random_state=42),
'Random Forest': RandomForestClassifier(random_state=42),
"XGBoost": XGBClassifier(use label encoder=False, eval metric="logloss',
random_state=42)

}

results = {}

print("\nTraining models...")
for name, model in models.items():
if name == 'Logistic Regression':
model.fit(X train_scaled, y train)
preds = model.predict(X_test scaled)
probs = model.predict proba(X test scaled)[:, 1]
else:
model.fit(X_train, y train)
preds = model.predict(X _test)
probs = model.predict proba(X_ test)[:, 1]

acc = accuracy_score(y_test, preds)
auc =roc_auc_score(y_test, probs)
results[name] = {'Accuracy': acc, 'AUC'": auc}

joblib.dump(model, f"models/{name.lower().replace(' ', ' ")}.pkl")

X test.to_csv(‘'models/X test.csv', index=False)
y_test.to_csv('models/y test.csv', index=False)
return results

if name ==" main_ "

train_models()

src/image loader.py
python
import kagglehub
import os
import torch
from torchvision import datasets, transforms
from torch.utils.data import DataLoader, Subset
import numpy as np
def download image data():
print("Downloading Chest X-Ray dataset...")
path = kagglehub.dataset download("paultimothymooney/chest-xray-pneumonia")
return path
def get data loaders(data_dir, batch_size=32, img_size=224):
transform = transforms.Compose([
transforms.Resize((img_size, img_size)),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225])

D
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if os.path.exists(os.path.join(data dir, 'chest xray")):
data_dir = os.path.join(data_dir, 'chest_xray')
if os.path.exists(os.path.join(data dir, 'chest xray")):
data_dir = os.path.join(data_dir, 'chest_xray')
train_dataset = datasets.ImageFolder(os.path.join(data dir, 'train'), transform=transform)
val dataset = datasets.ImageFolder(os.path.join(data_dir, 'val'), transform=transform)
test_dataset = datasets.ImageFolder(os.path.join(data dir, 'test'), transform=transform)

train_loader = Datal.oader(train_dataset, batch size=batch_size, shuffle=True)
val_loader = Datal.oader(val dataset, batch_size=batch_size, shuffle=False)

test loader = DatalLoader(test dataset, batch size=batch_size, shuffle=False)

return train_loader, val loader, test loader, train _dataset.classes
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